JamaicaVM 8.0 N User Manual

Java Technology for Critical Embedded Systems

aicas GmbH



2

JamaicaVM 8.0 N User Manual: Java Technology for Critical Embedded
Systems

JamaicaVM 8.0, Release 1. Published March 9, 2016.
Ic 2001D2016 aicas GmbH, Karlsruhe. All rights reserved.

No licenses, expressed or implied, are granted with respect to any of the technology described in
this publication. aicas GmbH retains all intellectual property rights associated with the
technology described in this publication. This publication is intended to assist application
developers to develop applications only for the Jamaica Virtual Machine.

Every effort has been made to ensure that the information in this publication is accurate. aicas
GmbH is not responsible for printing or clerical errors. Although the information herein is
provided with good faith, the supplier gives neither warranty nor guarantee that the information is
correct or that the results described are obtainable under end-user conditions.

aicas GmbH phone +49 721 663 968-0
Haid-und-Neu-Stra8e 18 fax +49 721 663 968-99
76131 Karlsruhe email info@aicas.com
Germany web http://www.aicas.com
aicas incorporated phone +1 203 359 5705

6 Landmark Square, Suite 400

Stamford CT 06901 email info@aicas.com

USA web http://www.aicas.com
aicas GmbH phone +33 1 4997 1762

9 Allee de I0Arche fax +33 1 4997 1700
92671 Paris La Defense email info@aicas.com

France web http://www.aicas.com

This product includes software developed by IAIK of Graz University of Technology. This
software is based in part on the work of the Independent JPEG Group.

Java and all Java-based trademarks are registered trademarks of Oracle America, Inc. All other
brands or product names are trademarks or registered trademarks of their respective holders.
ALL IMPLIED WARRANTIES ON THIS PUBLICATION, INCLUDING IMPLIED
WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE,
ARE LIMITED IN DURATION TO NINETY (90) DAYS FROM THE DATE OF THE

ORIGINAL RETAIL PURCHASE OF THIS PRODUCT.

Although aicas GmbH has reviewed this publication, aicas GmbH MAKES NO WARRANTY
OR REPRESENTATION, EITHER EXPRESSED OR IMPLIED, WITH RESPECT TO THIS
PUBLICATION, ITS QUALITY, ACCURACY, MERCHANTABILITY OR FITNESS FOR A
PARTICULAR PURPOSE. AS A RESULT, THIS PUBLICATION IS PROVIDED AS IS, AND
YOU, THE PURCHASER, ARE ASSUMING THE ENTIRE RISK AS TO ITS QUALITY AND
ACCURACY.

IN NO EVENT WILL aicas GmbH BE LIABLE FOR DIRECT, INDIRECT, SPECIAL,
INCIDENTAL, OR CONSEQUENTIAL DAMAGES RESULTING FROM ANY DEFECT OR
INACCURACY IN THIS PUBLICATION, even if advised of the possibility of such damages.

THE WARRANTIES SET FORTH ABOVE ARE EXCLUSIVE AND IN LIEU OF ALL
OTHERS, ORAL OR WRITTEN, EXPRESSED OR IMPLIED.



Contents

Preface 11
Intended Audience of ThisBook . . . . . ... ... ... ....... 11
Contactingaicas . . . . . . . . . o v i e 12
Whatis New in JamaicaVM 8.0 . . ... ... ... ... ....... 12

| Introduction 13

1 Key Features of JamaicaVM 15
1.1 Hard Realtime Execution Guarantees . . . . . . .. .. .. .. .. 15
1.2 Real-Time Specibcation for Javasupport . . . . .. .. ... ... 16
1.3 Minimalfootprint . . . . .. ... ... 16
1.4 ROMablecode ... .. ... ... . ... .. .. .. .. ... 17
1.5 Nativecodesupport . . . . . . . . ... 17
1.6 DynamiclLinking . ... .. ... . . . ... .. .. 17
1.7 Supported Platforms . . . .. .. ... ... ... .. L. 17

1.7.1 Developmentplattorms. . . .. ... ... .. ... ... 17

1.7.2 Targetplatforms . .. .. ... ... .. ......... 18
1.8 FastExecution. . ... ... ... .. ... ... 19
1.9 Tools for Realtime and Embedded System Development . . . . . 20

2 Getting Started 21

2.1 Installation of JamaicaVM . . . . . . . ... ... ... ... 21
211 LINUX ..o e 22
212 Sun/Solaris . . . . ... .. 24
213 WIndows . . . . . . .. 24

2.2 Installation of LicenseKeys . .. .. ... ... ......... 24
2.2.1 Usingthe Standard Edition . . . . . ... ... ... ... 25
2.2.2 Using the Personal Edition . . . . . ... ... ... ... 25

2.3 JamaicaVM Directory Structure . . . . . .. ... ... 26
2.3.1 APISpecibcation . . . ... ... .. ... ... 26



2.3.2 Target Platforms
2.4 Building and Running an Example Java Program

24.1 HostPlatform. .. ... ... ........
2.4.2 TargetPlatform . ... ... ........
Improving Size and Performance . . . . . .
2.4.4 Overview of Further Examples . . . . . . .
2.5 Notations and Conventions . . . . . ... .. ...

2.4.3

2.5.1 Typographic Conventions

25.2 ArgumentSyntax . . .. ... .......
2.5.3 Jamaica Home and User Home . . . . . . .

Tools Overview

3.1 Jamaica Java Compiler
3.2 Jamaica Virtual Machine
3.3 Creating Target Executables
3.4 Accelerating JAR Files

3.5 Monitoring Realtime Behavior . . . . .. ... ..

Support for the Eclipse IDE
4.1 Plug-in installation
4.1.1 Installation on Eclipse
4.1.2 Installation on Other IDEs

4.2 Setting up JamaicaVM Distributions . . . . . . ..
4.3 Using JamaicaVM in Java Projects . . . . . .. ..

4.4 Setting Virtual Machine Parameters
4.5 Building applications with Jamaica Builder
45.1 Getting started
4.5.2 Jamaica Buildbles

Tools Usage and Guidelines

Performance Optimization
5.1 Creating a proble
5.1.1 Creating a probling application

5.1.2 Usingthe problingVM . . . . . . ... ...
5.1.3 Dumping a probPle via network . . . . . ..

5.1.4 Creating a micro proble

5.2 Using a proble with the Builder. . . . . .. .. ..

5.2.1 Building with a proble

5.2.2 Building with multiple probles . . . . . . ..

CONTENTS



CONTENTS 5

5.3 Interpreting the proPlingoutput. . . . . .. ... ... ...... 52
5.3.1 Formatoftheprobleble . ... ... ... ........ 52
532 Example ... .. ... .. ... 56

6 Reducing Footprint and Memory Usage 59

6.1 Compilation . . . .. .. ... .. ... .. 59
6.1.1 Suppressing Compilation. . . .. ... ... ... .... 59
6.1.2 Using Default Compilation . . . . .. ... ........ 61
6.1.3 UsingaCustomProble . . . ... ... .......... 62
6.1.4 Code Optimization by the C Compiler . . . . . . ... .. 64
6.1.5 FullCompilation . . ... ... ... ........... 65

6.2 SmartLinking . . . . . .. .. 66

6.3 API Library ClassesandResources. . . . ... .. ... ..... 68

6.4 RAMUsage . . . . . . . . . . . e 69
6.4.1 MeasuringRAMDemand . .. .............. 69
6.4.2 Memory Requiredfor Threads . . . . . .. ... .. ... 71
6.4.3 Memory Required for Line Numbers . . . .. ... ... 75

7 Memory Management Conbguration 79

7.1 Conbguration for soft-realtime applications . . . . .. ... ... 79
7.1.1 Initialheapsize . . .. ... .. .. ... .. .. .. ... 79
7.1.2 Maximumheapsize .................... 80
7.1.3 Finalizerthread priority . . . . . ... ... ....... 80
7.1.4 Reference Handler thread priority . . . . . ... ... .. 81
7.1.5 Reservedmemory . ... ... .. .. ... .. ... 81
7.1.6 Stop-the-world Garbage Collection . . .. .. ... ... 82
7.1.7 Recommendations . .. ... ... ............ 83

7.2 Conbguration for hard-realtime applications . . . . . .. .. ... 84
7.2.1 Usage of the Memory Analyzertool . . . . .. ... ... 84
7.2.2 Measuring an applicationOs memory requirements . . . . . 84
7.2.3 Fine tuning the bPnal executable application . . . .. . .. 86
7.2.4 Constant Garbage CollectonWork . . . .. .. ... .. 87
7.2.5 Comparing dynamic mode and constant GC work mode . 88
7.2.6 Determination of the worst case execution time of an al-

location . . . . ... ... 89
727 Examples . . .. . ... ... 90
8 Debugging Support 93
8.1 Enabling the DebuggerAgent . . ... ... ... ........ 93
8.2 Conbguring the IDE to Connectto Jamaica . . .. ... .. ... 94

8.3 Reference Information . . . . . . . ... ... ... ... ... 94



6 CONTENTS
9 The Real-Time Specibcation for Java 97
9.1 Realtime programming withthe RTSJ . . . . .. ... ... ... 97
9.1.1 Thread Scheduling . . . .. .. ... ... ........ 98
9.1.2 Memory Management . . .. ... ... .. ....... 98
9.1.3 Synchronization . . ... .. ... ... ......... 98
9.1.4 Example . ... ... . .. ... 99
9.2 Realtime Garbage Collection . . . .. .. ... ... ....... 100
9.3 RelaxationsinJamaicaVM . . . . . . . .. ... 100
9.3.1 UseofMemoryAreas . ... ... ............ 101
9.3.2 Thread Priorities . . . . . . ... Lo 101
9.3.3 Runtime checks for NoHeapRealtimeThread . ... . .. 101
9.3.4 Static Initializers . . . . . ... o oL 101
9.3.5 Class PhysicalMemoryManager . . . ... .. ... ... 102
9.4 Limitations of RTSJ Implementation . . . . . ... ... .. ... 102
10 Realtime Programming Guidelines 105
10.1 General . . . . . . . .. 105
10.2 Computational Transparency . . . . . . . . . . . v v .. 105
10.2.1 EfbcientJava Statements . . . . . .. ... .. .. .... 106
10.2.2 Non-Obvious Slightly Inefpcient Constructs . . . . . . . . 108
10.2.3 Statements Causing Implicit Memory Allocation . . . . . 109
10.2.4 Operations Causing Class Initialization . . . . ... ... 111
10.2.5 Operations Causing ClassLoading . . . . .. .. ... .. 112
10.3 Supported Standards . . . . .. ... Lo 113
10.3.1 Real-Time SpecibcationforJdava . . . . .. .. ... ... 113
10.3.2 Java Native Interface . . . . . ... ... ... ... ... 115
10.4 Memory Management. . . . . . . . .. ... 116
10.4.1 Memory Managementof RTSJ . . . . ... ... .. ... 116
10.4.2 Finalizers . . . . . . . . . e 118
10.4.3 Conbguring a Realtime Garbage Collector. . . . . . . .. 119
10.4.4 Programming with the RTSJ and Realtime Garbage Col-
lection. . . . . . ... 119
10.4.5 Memory Management Guidelines . . .. ... ... ... 121
10.5 Scheduling and Synchronization . . . . .. ... ... ...... 121
10.5.1 Schedulable Entities . . . . . ... ... ... . ..... 121
10.5.2 Synchronization . ... ... .. ... ... ....... 123
10.5.3 Scheduling Policy and Priorities . . . . . . .. ... ... 126
10.6 Libraries . . . . . . . . e 129
10.7 Summary . . . ... 129
10.7.1 Efpciency . . . . . . .. 129

10.7.2 Memory Allocation . . . . . .. ... ... ... . .... 130



CONTENTS

10.7.3 EventHandlers . . .. .. ... .. ... ....
10.7.4 Monitors . . . . . . . ..

11 Multicore Guidelines

11.1 ToolUsage . . ... ... .. ... ...
11.2 Setting Thread Afpnities . . . . . .. ... ... ....
11.2.1 Communication through Shared Memory . . . .
11.2.2 Performance Degradation on Locking . . . . . .
11.2.3 PeriodicThreads . . ... ... ... ......
11.2.4 Rate-Monotonic Analysis . . .. ... ... ..

11.2.5 The Operating SystemOs Interrupt Handler

1l Tools Reference

12 The Jamaica Java Compiler

12.1 Usageofjamaicac . . . . . . . . .. ... .. .. ....
12.1.1 Classpathoptions . . . . .. ... ........
12.1.2 Complianceoptions . . . .. .. .. ... ...
12.1.3 Warningoptions . . . ... ... . ... ....
12.1.4 Debugoptions . .. ... ... ... ......
12.1.5 Otheroptions . . . . . ... ... ... .....

12.2 EnvironmentVariables . . . . ... ... ... .....

13 The Jamaica Virtual Machine Commands

13.1 jamaicavm N the Standard Virtual Machine . . . . . . .
13.1.1 Command Line Options . . . . ... ... ...
13.1.2 Extended Command Line Options . . . . .. ..

13.2 RunningaVMona T TargetDevice . . ... .. .. ...

13.3 Variants of jamaicavm . . . . . ... ... ... ...
13.3.1 jamaicavoslim. . . . .. ... .. ... .....
13.3.2 jamaicavmm . . . .. ... ...
13.3.3 jamaicavmp . . . . . ...
13.3.4 jamaicavmdi . . ... .. ... ... ... ...

13.4 Environment Variables . . . ... ... ... ......

13.5 Java Properties . . . ... .. ... .. .. .. ... ..
13.5.1 User-Debnable Properties . . . ... .. ...
13.5.2 Predebned Properties . . . . . ... .. ....

13.6 Exitcodes . . .. .. ... .. ...



14 The Jamaica Builder

14.1 How the Buildertoolworks . . . . ... ... ..

14.2 BuilderUsage . . . . . .. .. ... .. ....
14.2.1 General . . . .. ... ... ... ...
14.2.2 Classes, bPlesandpaths . . . .. ...
14.2.3 Probling and compilation. . . . . . ..
14.2.4 Smartlinking . . .. ... ... .....
14.2.5 Heap and stack conbguration. . . . . .

14.2.6 Threads, priorities and scheduling

14.2.7 Parallel Execution . . ... ... ...
14.2.8 GC conbguration . . . . ... .. ...
1429 RTSJsettings . . .. ..........
14.2.10Nativecode . . . . . ... . ... ...
14.3 Builder ExtendedUsage . .. ... ... ...
1431 General . . . ... ... .. ... ....
14.3.2 Classes, bPlesandpaths . . . .. ...
14.3.3 Probling and compilation. . . . . . ..
14.3.4 Heap and stack conbguration . . . . . .
14.3.5 Parallel Execution . ... . ... ...
14.3.6 RTSJsettings . . . ... ........
14.3.7 Nativecode . . . ... ... ... ....
14.4 EnvironmentVariables . . .. ... ... ...
14.5 Exitcodes . . . . . . . . ... ...

15 The Jamaica JAR Accelerator

15.1 JAR AcceleratorUsage . . . .. .. ... ...
15.1.1 General . . . ... ... ... L.
15.1.2 Classes, bPlesandpaths . . . .. ...
15.1.3 Probling and compilation. . . . . . ..

15.1.4 Threads, priorities and scheduling

15.1.5 Parallel Execution . . ... .. .. ..
15.2 JAR Accelerator Extended Usage . . . . . . . .
1521 General . . ... ... ... .......
15.2.2 Classes, blesandpaths . . . ... ..
15.2.3 Probling and compilation. . . . . . ..
15.2.4 Nativecode . . ... ... ........
15.3 Environment Variables . . .. ... ... ...
15.4 Exitcodes . . .. .. .. ... .. .. ... ...
15.5 Special Considerations . . .. ... .. .. ..

16 Jamaica JRE Tools and Utilities

CONTENTS



CONTENTS

17 JamaicaTrace 213

17.1 Run-time system conbguration . . . .. ... ... ........
17.2 ControlWindow . . . . . . . . . . . . . . .
17.2.1 ControlWindowMenu . . . . ... ... .........
17.3 DataWindow . . . . . . . . . . . . . ..
17.3.1 Data Window Navigation. . . . .. ... .. ... ....
17.3.2 DataWindowMenu . ... ... .............
17.3.3 Data Window Context Window . . . ... ... ... ..
17.3.4 DataWindow Tool Tips . . .. .. ... ... ......
17.3.5 Worst-Case Execution Time Window . . . ... ... ..
17.4 EventRecorder . . . . . . . . . .. e
17.4.1 Location . . . . . . . . . . . i e
1742 Usage . . . . . . . . e

18 Jamaica and the Java Native Interface (JNI) 225

18.1 UsingJNI . . . . . . . . e

18.2 The JamaicahCommand . . . ... ... ... ... .......
18.2.1 General . . . . . . . . ...
18.2.2 Classes, bles,andpaths. . . . . ... ... .. ......
18.2.3 EnvironmentVariables . . . ... .. ... ... ... ..

19 Building with Apache Ant 231
19.1 TaskDeclaration . ... .. ... ... ... .. ... ......
19.2 TaskUsage . .. .. .. .. . . . . i

19.2.1 Jamaica Builder and Jamaicah . . . .. ... ... . ...

19.2.2 CCompiler . . . .. . . . ...
19.3 Setting Environment Variables . . . .. ... ... ... .....

IV Additional Information 235

A FAQ N Frequently Asked Questions 237
A.1 Software Development Environments . . . . .. ... ... ...
A.2 JamaicaVMandlItsTools . . . . . .. ... ... ... .. ...,

A.2.1 JamaicaVM . . . . . ..
A.2.2 JamaicaVMBuilder . . . . ... ... ... L.
A2.3 ThirdPartyTools . . . . .. ... ... ... .......
A.3 Supported Technologies. . . . . . .. ... ... ... ......
A3.1 Cryptography . . . . ... ... ... ... ..
A3.2 Fonts . ... .. . ...
A.3.3 SerialPort .. ... ... ... ...



10

CONTENTS
A.3.4 Realtime Supportandthe RTSJ . .. .. .. ... .... 245
A.3.5 Remote Method Invocation(RMI) . . . .. ... .. ... 246
A36 OSGI ... ... . . e 248
A.4 Target-Specibclssues . . . . . . .. ... 248
A.4.1 Targets using the GNU Compiler Collection (GCC) . . . . 248
A42 ONX . . e 248
Ad43 VXWorks . . . . . . . 249
Information for Specibc Targets 251
B.1 OperatingSystems . . .. ... ... ... .. ... .. ... 251
B.1.1 VxWorks . . ... . . . . . 251
B.1.2 Windows . . . . . .. . . . ... 260
B.1.3 WindowsCE . .. .. ... ... ... . . . ... . ... 260
B.1.4 OS-9 . .. ... e 262
B.1.5 PikeOS . ... .. . . . .. 262
B.1.6 QNX . . . . . . e 266
B.2 Processor Architectures . . . . . . . . ... ... ... ... 269
B.2.1 ARM . . . . . . 269
Heap Usage for Java Datatypes 273
Limitations 275
D.1 VMLimitations . . . . . . . . . . . . . . e 275
D.2 BuilderLimitations . . . . . . . . . .. .. ... 277
D.3 Multicore Limitations . . . . . . . . . ... ... ... . ... .. 278
D.4 Network Limitations . . . . . . . . . . . .. . . . . ... .... 278
Internal Environment Variables 281

Licenses 283



Preface

The Java programming language, with its clear syntax and semantics, is used
widely for the creation of complex and reliable systems. Development and main-
tenance of these systems benept greatly from object-oriented programming con-
structs such as dynamic binding and automatic memory management. Anyone
who has experienced the benebts of these mechanisms on software development
productivity and improved quality of resulting applications will Pnd them essen-
tial when developing software for embedded and time-critical applications.

This manual describes JamaicaVM, a Java implementation that brings tech-
nologies that are required for embedded and time critical applications and that are
not available in classic Java implementations. This enables this new application
domain to probt from the advantages that have provided an enormous boost to
most other software development areas.

Intended Audience of This Book

Most developers familiar with Java environments will quickly be able to use the
tools provided with JamaicaVM to produce immediate results. It is therefore
tempting to go ahead and develop your code without studying this manual fur-
ther.

Even though immediate success can be achieved easily, we recommend that
you have a closer look at this manual, since it provides a deeper understanding of
how the different tools work and how to achieve the best results when optimizing
for runtime performance, memory demand or development time.

The JamaicaVM tools provide a myriad of options and settings that have been
collected in this manual. Developing a basic knowledge of what possibilities are
available may help you to bnd the right option or setting when you need it. Our
experience is that signibcant amounts of development time can be avoided by a
good understanding of the tools. Learning about the correct use of the JamaicaVM
tools is an investment that will quickly pay-off during daily use of these tools!

This manual has been written for the developer of software for embedded and
time-critical applications using the Java programming language. A good under-
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12 CONTENTS

standing of the Java language is expected from the reader, while a certain fa-
miliarity with the specibc problems that arise in embedded and realtime system
development is also helpful.

This manual explains the use of the JamaicaVM tools and the specibc fea-
tures of the Jamaica realtime virtual machine. It is not a programming guidebook
that explains the use of the standard libraries or extensions such as the Real-Time
Specibcation for Java. Please refer to the JavaDoc documentation of these li-
braries provided with JamaicaVM (see Section 2.3).

Contacting aicas

Please contact aicas or one of aicasOs sales partners to obtain a copy of JamaicaVM
for your specibc hardware and RTOS requirements, or to discuss licensing ques-
tions for the Jamaica binaries or source code. The full contact information for
the aicas main ofpbces is reproduced in the front matter of this manual (page 2).
The current list of sales partners is available onlinktgis://www.aicas.
com/cms/resellers

An evaluation version of JamaicaVM may be downloaded from the aicas web
site athttps://www.aicas.com/cms/downloads :

Please help us improve this manual and future versions of JamaicaVM. E-mail
your bug reports and commentsliogs@aicas.com . Please include the exact
version of JamaicaVM you use, the host and target systems you are developing for
and all the information required to reproduce the problem you have encountered.

What is New in JamaicaVM 8.0

With this version of JamaicaVM, aicas opens OpenJDK 8 to the realtime domain.
There are numerous improvements and API extensions, perhaps the most impor-
tant one being lambdas and the stream processing API. Notable is also an en-
hanced API for ble handling. JamaicaVM will be available in a numbeoof-
pactprobles, so users who need fewer APIs can benebt from smaller library sizes.
JamaicaVM 8.0 provides solid support for IPv6.

For a full list of user-relevant changes including changes between minor re-
leases of JamaicaVM, see the release notes, which are provided in the Jamaica
installation, folderdoc , PleRELEASE_NOTES


https://www.aicas.com/cms/resellers
https://www.aicas.com/cms/resellers
https://www.aicas.com/cms/downloads
mailto:bugs@aicas.com

Part |

Introduction

13






Chapter 1

Key Features of JamaicaVM

The Jamaica Virtual Machine (JamaicaVM) is an implementation of the Java Vir-
tual Machine Specibcation. Itis a runtime system for the execution of applications
written for the Java 6 Standard Edition. It has been designed for realtime and em-
bedded systems and offers unparalleled support for this target domain. Among
the extraordinary features of JamaicaVM are:

¥ Hard realtime execution guarantees

¥ Support for the Real-Time Specibcation for Java, Version 1.0.2
¥ Minimal footprint

¥ ROMable code

¥ Native code support

¥ Dynamic linking

¥ Supported platforms

¥ Fast execution

¥ Powerful tools for timing and performance analysis

1.1 Hard Realtime Execution Guarantees

JamaicaVM is the only implementation that provides hard realtime guarantees
for all features of the languages together with high performance runtime efp-
ciency. This includes dynamic memory management, which is performed by the
JamaicaVM garbage collector.

15



16 CHAPTER 1. KEY FEATURES OF JAMAICAVM

All threads executed by the JamaicaVM are realtime threads, so there is no
need to distinguish realtime from non-realtime threads. Any higher priority thread
is guaranteed to be able to preempt lower priority threads within a Pxed worst-case
delay. There are no restrictions on the use of the Java language to program real-
time code: Since the JamaicaVM executes all Java code with hard realtime guar-
antees, even realtime tasks can use the full Java language, i.e., allocate objects,
call library functions, etc. No special care is needed. Short worst-case execution
delays can be given for any code.

1.2 Real-Time Specibcation for Java support

JamaicaVM provides an industrial-strength implementation of the Real-Time Spec-
ibcation for Java Specibcation (RTSJ) V1.0.2 (see [2]) for a wide range of real-
time operating systems available on the market. It combines the additional APIs
provided by the RTSJ with the predictable execution obtained through realtime
garbage collection and a realtime implementation of the virtual machine.

1.3 Minimal footprint

JamaicaVM itself occupies less than 1 MB of memory (depending on the target
platform), such that small applications that make limited use of the standard li-
braries typically bt into a few MB of memory. The biggest part of the memory re-
quired to store a Java application is typically the space needed for the applicationOs
class bles and related resources such as character encodings. Several measures are
taken by JamaicaVM to minimize the memory needed for Java classes:

¥ Compaction: Classes are represented in an efpcient and compact format to
reduce the overall size of the application.

¥ Smart Linking: JamaicaVM analyzes the Java applications to detect and
remove any code and data that cannot be accessed at run-time.

¥ Fine-grained control over resources such as character encodings, time zones,
locales, supported protocols, etc.

Compaction typically reduces the size of class Pble data by over 50%, while smart
linking allows for much higher gains even for non-trivial applications.

This footprint reduction mechanism allows the usage of complex Java library
code, without worrying about the additional memory overhead: Only code that is
really needed by the application is included and is represented in a very compact
format.
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1.4 ROMable code

The JamaicaVM allows class Ples to be linked with the virtual machine code into
a standalone executable. The resulting executable can be stored in ROM or Rash-
memory since all bles required by a Java application are packed into the stan-
dalone executable. There is no need for ble-system support on the target platform,
as all data required for execution is contained in the executable application.

1.5 Native code support

The JamaicaVM implements the Java Native Interface V1.2 (INI). This allows
for direct embedding of existing native code into Java applications, or to encode
hardware-accesses and performance-critical code sections in C or machine code
routines. The usage of the Java Native Interface provides execution security even
with the presence of native code, while binary compatibility with other Java im-
plementations is ensured. Unlike other Java implementations, JamaicaVM pro-
vides exact garbage collection even with the presence of native code. Realtime
guarantees for the Java code are not affected by the presence of native code.

1.6 Dynamic Linking

One of the most important features of Java is the ability to dynamically load code
in the form of class bles during execution, e.g., from a local ble system or from a
remote server. The JamaicaVM supports this dynamic class loading, enabling the
full power of dynamically loaded software components. This allows, for exam-
ple, on-the-Ry reconbguration, hot swapping of code, dynamic additions of new
features, or applet execution.

1.7 Supported Platforms

During development special care has been taken to reduce porting effort of the
JamaicaVM to a minimum. JamaicaVM is implemented in C using the GNU C
compiler. Threads are based on native threads of the operating system.

1.7.1 Development platforms

Jamaica is available for the following development platforms (host systems):

!POSIX threads under many Unix systems.
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¥ Linux
¥ SunOS/Solaris

¥ Windows

1.7.2 Target platforms

With JamaicaVM, application programs for a large number of platforms (target

systems) can be built. The operating systems listed in this section are supported
as target systems only. You may choose any other supported platform as a devel-
opment environment on which the Jamaica Builder runs to generate code for the

target system.

1.7.2.1 Realtime Operating Systems
¥ Linux/RT

¥ 0OS-9 (on request)
¥ PikeOS

¥ QNX

¥ WIinCE

¥ VxWorks

1.7.2.2 Non-Realtime Operating Systems

Applications built with Jamaica on non-realtime operating systems may be inter-
rupted non-deterministically by other threads of the operating systems. However,
Jamaica applications are still deterministic and there are still no unexpected in-
terrupts within Jamaica application themselves, unlike with standard Java Virtual
Machines.

¥ Linux
¥ SunOS/Solaris

¥ Windows
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1.7.2.3 Processor Architectures

JamaicaVM is highly processor architecture independent. New architectures can
be supported easily. Currently, Jamaica runs on the following processor architec-
tures:

¥ ARM (StrongARM, XScale, ...)
¥ ERC32 (on request)

¥ MIPS (on request)

¥ Nios

¥ PowerPC

¥ SH-4 (on request)

¥ Sparc

¥ x86

Ports to any required combination of target OS and target processor can be sup-
ported with little effort. Clear separation of platform-dependent from platform-
independent code reduces the required porting effort for new target OS and target
processors. If you are interested in using Jamaica on a specibc target OS and
target processor combination or on any operating system or processor that is not
listed here, please contact aicas .

1.8 Fast Execution

The JamaicaVM interpreter performs several selected optimizations to ensure op-
timal performance of the executed Java code. Nevertheless, realtime and embed-
ded systems are often very performance-critical as well, so a purely interpreted
solution may be unacceptable. Current implementations of Java runtime-systems
use just-in-time compilation technologies that are not applicable in realtime sys-
tems: The initial compilation delay breaks all realtime constraints.

The Jamaica compilation technology attacks the performance issue in a new
way: methods and classes can selectively be compiled as a part of the build pro-
cess (static compilation). C-code is used as an intermediary target code, allowing
easy porting to different target platforms. The Jamaica compiler is tightly inte-
grated into the memory management system, allowing highest performance and
reliable realtime behavior. No conservative reference detection code is required,
enabling fully exact and predictable garbage collection.
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1.9 Tools for Realtime and Embedded System De-
velopment

JamaicaVM comes with a set of tools that support the development of applications
for realtime and embedded systems

¥ Jamaica Builder: a tool for creating a single executable image out of the
Jamaica Virtual Machine and a set of Java classes. This image can be loaded
into Bash-memory or ROM, avoiding the need for a ble-system in the target
platform.

For most effective memory usage, the Jamaica Builder Pnds the amount of
memory that is actually used by an application. This allows both system

memory and heap size to be precisely chosen for optimal run-time perfor-

mance. In addition, the Builder enables the detection of performance critical
code to control the static compiler for optimal results.

¥ JamaicaTrace: enables to analyze and Pne-tune the behavior of threaded
Java applications.

¥ VeriFlux: a static analysis tool for the object-oriented domain that enables
to prove the absence of potential faults such as null pointer exceptions or
deadlocks in Java programs.

2JamaicaTrace and VeriFlux are not part of the standard Jamaica license.



Chapter 2

Getting Started

2.1 Installation of JamaicaVM

Arelease of the JamaicaVM tools consists of an info Ple with detailed information
about the host and target platform and optional features such as graphics support,
and a package for the Jamaica binaries, library and documentation ples. The
Jamaica version, build number, host and target platform and other properties of a
release is encoded edease identibcation string the names of info and package

ple according to the following scheme:

Jamaica- version build[- feature$- hos{- targef.info
Jamaica- version build[- feature$ hos{- targef. sufpx

Package bles with the following package sufbxes are released.

| Host Platform | Sufpx | Package Kind |

Linux rpm Package for thepm package manager
tar.gz Compressed tape archive ble
Windows exe Interactive installer
zip Windows zip ble
Solaris tar.gz Compressed tape archive ble

In order to install the JamaicaVM tools, the following steps are required:

¥ Unpack and install the Jamaica binaries, library and documentation Ples on
the host platform,

¥ Conbgure the tools for host and target platform (C compiler and native li-
braries),

¥ Set environment variables.

21
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¥ Install license keys.

The actual installation procedure varies from host platform to host platform; see
the sections below. Cross-compilation tool chains for certain target platforms re-
guire additional setup. Please check Appendix B.

2.1.1 Linux
2.1.1.1 Unpack and Install Files

The default is a system-wide installation of Jamaica. Super user privileges are
required. On Redhat-based systems (CentOS and Fedora), rifrthgpackage
manager is available, this is the recommended method:

> rpm -i Jamaica- release-identibcation-stringpm

Otherwise, unpack the compressed tape archive ble and run the installation script
as follows:

> tar xfz Jamaica- release-identibcation-strinigr.gz

> ./Jamaica.install

Both methods will install the Jamaica tools in the following directory, which is
referred to agamaica-home

lusr/local/jamaica- version build

In addition, the symbolic linkusr/local/jamaica is created, which points
to jamaica-homeand symbolic links to the Jamaica executables are created in
/usr/bin  , so itis not necessary to extend tRATHenvironment variable.

In order to uninstall the Jamaica tools, depending on the used installation
method, either use therase option of rpm or the provided uninstall script
Jamaica.remove

If super user privileges are not available, the tools may alternatively be in-
stalled locally in a userOs home directory:
> tar xfz Jamaica- release-identibcation-strinigr.gz
> tar xf Jamaica.ss
This will install the Jamaica tools imsr/local/jamaica- version build rel-
ative to the current working directory. Symbolic links to the executables are cre-
ated inusr/bin , so they will not be on the default path for executables.

2.1.1.2 Package Dependencies

If the Linux system is CentOS or Fedora, and Jamaica is installegbma pack-
age dependencies are resolved automatiéallyherwise, dependencies must be

1Jamaica supportgm only on Redhat-based systems, not on other variants of Linux even if
they usepm for dependency resolution.
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installed manually via the platformOs package manager. For details, please see the
platform-specibc documentatioamaica-homéloc/README-Linux.txt

2.1.1.3 Conbgure Platform-Specibc Tools

In order for the Jamaica Builder and JAR Accelerator to work, platform-specibc
tools such as the C compiler and linker and the locations of the libraries (SDK)
need to be specibed. This is done by editing the appropriate conbguration Ples,
jamaica.conf for the Builder andaraccelerator.conf for the JAR
Accelerator, for the target (and possibly also the host).

The precise location of the conbguration Ples depends on the platform:

jamaica-homéarget/  platform/etc/jamaica.conf
jamaica-homéarget/  platform/etc/jaraccelerator.conf

For the full Jamaica directory structure, please refer to Section 2.3. Note that the
conbguration for the host platform is also located in a target directory.
The following properties need to be set appropriately in the conbguration Ples:

| Property | Value
Xcc C compiler executable
Xld Linker executable
Xstrip Strip utility executable
Xinclude Include path
XlibraryPaths Library path

Environment variables may be accessed in the conbguration Ples through the no-
tation${ VARIABLE . For executables that are on the standard search path (envi-
ronment variabléATH), it is sufbPcient to give the name of the executable.

2.1.1.4 Set Environment Variables

The environment variabl@AMAICA must be set tgamaica-home It is recom-
mended to also addmaica-homfin to the system path. Opash :

> export JAMAICA= jamaica-home
> export PATH= jamaica-homgin:$PATH

Oncsh:

> setenv JAMAICA jamaica-home
> setenv PATH jamaica-homgin:$PATH
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2.1.2 Sun/Solaris

The release for Solaris is provided as compressed tape archive. Please follow the
installation instructions in Section 2.1.1.

2.1.3 Windows

On Windows the recommended means of installation is using the interactive in-
staller, which may be launched by double-clicking the ple

Jamaica- release-identibcation-stringxe

in the Explorer, or by executing it in th@MDshell. You will be asked to provide
a destination directory for the installation and the locations of tools and SDK for
host and target platforms. The destination directory is referred jamaica-
home It defaults to the subdirectorjamaica in WindowOs default program
directory N for example, C:\Programs\jamaica , if an English language
locale is used. Defaults for tools and SDKs are obtained from the registry. The
installer will set the environment variabJAMAICA to jamaica-home

An alternative installation method is to unpack the Windows zip Ple into a suit-
able installation destination directory. For conbguration of platform-specibc tools,
follow the instructions provided in Section 2.1.1. In order to setJARAICA
environment variable tgamaica-homegopen the Control Panel, choose System,
select Advanced System Settirfgshoose the tab Advanced and press Environ-
ment Variables. It is also recommended to gmnaica-homébin to thePATH
environment variable in order to be able to run the Jamaica executables conve-
niently.

2.2 Installation of License Keys

There are two different editions of JamaicaVMs&ndard Editiorand aPersonal
Edition, that support different licensing models. The Standard Edition requires li-
cense keys for using the tools. License keys are provided with support contracts
or for evaluation of JamaicaVM. The Personal Edition requires an online key for
using the tools, and for running the VMs and application executables built with
JamaicaVM tools. It does not require a support contract, but it requires an in-
ternet connection for checking keys online. The Personal Edition is intended for
prolonged evaluations of JamaicaVM. It is available for selected host and target
platforms only.

2Some Windows versions only.
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2.2.1 Using the Standard Edition

In order to use the Standard Edition of JamaicaVM tools valid licenses are re-
quired. Evaluation keys are available with evaluation versions of JamaicaVM.
License keys are provided key ringbles, which have the sufpaicas_key

Prior to use, keys need to be installed. This is done with the aicas key installer
utility aicasKeylnstaller , which is located inamaica-homfin . Simply
execute the utility providing the key ring as command line argument:

> cd jamaica-homébin
> ./aicasKeylnstaller jamaica.aicas_key

This will extract the keys contained jamaica.aicas_key and add the in-
dividual key pbles tauser-homgjamaica . Keys that are already installed are

not overwritten. The utility reports which keys get installed and which tools they
enable. Installed keys are for individual tools. Of the tools documented in this
manual, the Builder (see Chapter 14) and JamaicaTrace (see Chapter 17) require
keys?3

2.2.2 Using the Personal Edition

To run any commands of the JamaicaVM Personal Edition or built with the Builder
tool of the Personal Edition, an online key is required. This key will be delivered
by e-mail and can be requested at the web pdtpes://www.aicas.com/
cms/jamaicavm-personal-edition-download .

Along with the JamaicaVM Personal Edition the aicas License Provider utility
aicasLicenseProvider is provided as a separate download. This program
performs the license checking, it communicates with the JamaicaVM commands
or built applications running on the same machine and with aicasO servers to re-
quest permissions to run. If required, @ieasLicenseProvider will open
user dialogs to request input such as the online key that was emailed to you, and
to conbrm that you give permission to transfer data to aicasO servers. No data will
be transferred unless you conbrm the corresponding dialog.

Before you can use any of the tools of the JamaicaVM Personal Edition, the
aicasLicenseProvider must be started prst:

> .[aicasLicenseProvider

3For old versions of JamaicaVM (before Version 6.0, Release 3), the key installer is provided
separately from the distribution package. For old versions of the installer, the key installer and the
key ring must be placed into the same directory.
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This program needs to run while the JamaicaVM tools are used, so it should be
started in a separate shell or sent to the background. It can be invoked in non-
interactive mode if pop-up dialogs are not desired or no graphics system is avail-
able:

> .[aicasLicenseProvider -noninteractive -key online key

Please be aware that in non-interactive mode a hashcode of the Java main class,
the user and host name and the MAC address of the system will be transferred
without conbrmation.

To Pnd out more about thacasLicenseProvider command, use the
-help option.

| License checking requires a direct connection to servers at aicas. Communi-
cation via proxies is not supported.

2.3 JamaicaVM Directory Structure

The Jamaica installation directory is call@thaica-homeThe environment vari-
ableJAMAICA should be set to this path (see the installation instructions above).
After successful installation, the following directory structure as shown in Tab. 2.1
is created (in this example for a Linux x86 system).

2.3.1 API Specibcation

The Jamaica API specibcation (JavaDoc) is availablgoicyjamaica_api

It may be browsed with an ordinary web browser. Its format is compatible with
common IDEs such as Eclipse and Netbeans. If the Jamaica Eclipse Plug-In is
used (see Chapter 4), Eclipse will automatically use the API specibcation of the
selected Jamaica runtime environment.

The specibcation will always contain all available classes, even if the runtime
environment supports eompactproble only. When developing for a particular
proble, only classes where the specibcation mentions that proble at the top of the
document should be used.

The Real-Time Specibcation for Java (RTSJ) is part of the Jamaica API for all
probles.

2.3.2 Target Platforms

The number of target systems supported by a distribution variestafpet  di-
rectory contains an entry for each supported target platform. Typically, a Jamaica
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jamaica-home

+-

+- doc

bin

+- build.info
+- jamaicavm_manual.pdf

+- jamaica_api

+- README-= .txt

+- RELEASE_NOTES
+- UNSUPPORTED

+ %1

etc
lib

license
target

+- linux-x86_64

+-

bin

etc
examples
include
lib

prof

Host tool chain executables
Comprehensive Jamaica distribution information

Jamaica tool chain user manual (this manual)
Jamaica API specibcation (Javadoc)

Host platform specibc documentation starting points
User-relevant changes in the present release
Unsupported features list

Tool documentation in Unix man page format

Host platform conbguration bles

Libraries for the development tools

aicas evaluation license, third party licenses

Target specibc bles for the tardietux-x86_64

Virtual machine executables (some platforms only)
Default target platform conbguration bles
Example applications

System JNI header bles

Development and runtime libraries, resources
Default probles

Table 2.1: JamaicaVM Directory Structure
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distribution provides support for the target platform that hosts the tool chain, as
well as for an embedded or real-time operating system.

2.4 Building and Running an Example Java Program

A number of sample applications is provided. These are located in the directory
jamaica-homéarget/  platform'examples . In the following instructions it

is assumed that a Unix host system is used. For Windows, please note that the
Unix path separator charactér@should be replaced by@

Before using the examples, it is recommended to copy them from the instal-
lation directory to a working location N that is, copy each of the directories
jamaica-homéplatfornfexamples to user-homgexamples/ platform

The HelloWorld example is an excellent starting point for getting acquainted
with the JamaicaVM tools. In this section, the main tools are used to build an
application executable for a simple HelloWorld both for the host and target plat-
forms. First, the command-line tools are used. Later we switch to asindouild
bles.

Below, it is assumed that the example directories have been copigkto
homéexamples/ hostanduser-homgexamples/ targetfor host and target
platforms respectively.

2.4.1 Host Platform

In order to build and run thelelloworld example on the host platform, go to
the corresponding examples directory:

> cd user-homgexamples/ host

Depending on your host platforrhpstwill be linux-x86_64 (in rare cases
linux-x86 ), windows-x86 or solaris-sparc

First, the Java source code needs to be compiled to byte code. This is done
with jamaicac , JamaicaOs versionjaffac . The source code resides in the
src folder, and we wish to generate byte code rlasses folder, which must
be created if not already present:

> mkdir classes
> jamaicac -d classes src/HelloWorld.java

Before generating an executable, we test the byte code with the Jamaica virtual
machine:
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> jamaicavm -cp classes HelloWorld

Hello World!
Hello World!
Hello World!
Hello World!
Hello World!

Hello World!
[...]

Having convinced ourselves that the program exhibits the desired behavior, we
now generate an executable with the Jamaica Builder. In the context of the Ja-
maicaVM Tools, one speaks biiilding an application.

> jamaicabuilder -cp classes -interpret HelloWorld

Reading configuration from

Ousr/local/jamaica-8.0/target/linux-x86_64/etc/jamaica.confO...

Jamaica Builder Tool 8.0 Release 0

(User: EVALUATION USER, Expires: 2016.04.27)

Generating code for target Olinux-x86_640, optimization Ospeedd
+ tmp/HelloWorld__.c

tmp/HelloWorld__.h

* C compiling Otmp/Helloworld__.cO

+ tmp/HelloWorld__nc.o

+

* linking
*  stripping
Application memory demand will be as follows:
initial max
Thread C stacks: 1152KB (= 9 » 128KB) 63MB (= 511 * 128KB)
Thread Java stacks: 144KB (= 9 * 16KB) 8176KB (= 511 * 16KB)
Heap Size: 2048KB 256MB
GC data: 128KB 16MB
TOTAL: 3472KB 343MB

The Builder has now generated the execut&td#éoWorld

> ./HelloWorld
Hello World!
Hello World!
Hello World!
Hello World!
Hello World!

Hello World!
[...]
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2.4.2 Target Platform

With the JamaicaVM Tools, building an application for the target platform is as
simple as for the host platform. First go to the corresponding examples directory:

> cd user-homéexamples/ platform

Then compile and build the application specifying the target platform.

> mkdir classes
> jamaicac -useTarget platform -d classes src/HelloWorld.java
> jamaicabuilder -target= platform -cp=classes -interpret Helloworld

The target specibc binaHelloWorld is generated, which can then be deployed

to the target system. For instructions on launching this on the target operating
system, please consult the documentation of the operating system. Additional
target-specibc hints are provided in Appendix B.

| Whentransferring bles to a device via the Ple transfer protocol (FTP), it should

" be kept in mind that this protocol distinguishes ASCII and binary transfer
modes. For executable and JAR Ples, binary mode must be used. ASCII mode is
the default, and binary mode is usually activated by issbingry in the FTP
session. If in doubt, Ple sizes on the host and target system should be compared.

JamaicaVM provides pre-built virtual machine binaries, which enable execut-
ing Java byte code on the target system. While these VMs are neither optimized
for speed nor for size, they offer convenient means for rapid prototyping. In order
to use these, JamaicaVMOs runtime environment must be deployed to the target
system. For instructions, please see Section 13.2.

Applications that use advanced Java features such as dynamic loading of classes
at runtime or ref3ection usually also require the runtime environment to be avail-
able on the target device.

2.4.3 Improving Size and Performance

The application binaries in the previous two sections provide decent size opti-
mization but no performance optimization at all. The JamaicaVM Tools offer a
wide range of controls to Pne tune the size and performance of a built application.
These optimizations are mostly controlled through command line options of the
Jamaica Builder.

Sets of optimizations for both speed and application size are provided with
the HelloWorld example in aant buildble puild.xml ). In order to use the
buildble, typeant build-targetwherebuild-targetis one of the build targets of
the example. For example,
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> ant HellowWorld

will build the unoptimized HelloWorld example. If building for a Windows plat-
form, the command

> ant HelloWorld.exe

should be used. In order to optimize for speed, use the build tdegletvWorld_
profiled ,inorderto optimize for application size, udelloWorld_micro

The following is the list of all build targets available for the HelloWorld example;
the optionalexe sufpx is for Windows platforms only:

HelloWorld [.exe ] Build an application in interpreted mode. The generated
binary isHelloWorld

HelloWorld_profiled [.exe ] Build a statically compiled application based
on a proble run. The generated binarHslloWorld_profiled

Helloworld_micro  [.exe ] Build an application with optimized memory de-
mand. The generated binaryHielloworld_micro

classes Convert Java source code to byte code.
all  Build all three applications.
run Run all three applications N only useful on the host platform.

clean Remove all generated Ples.

2.4.4 Overview of Further Examples

For an overview of the available examples, see Tab. 2.2. Examples that require
graphics or network support are only provided for platforms that support graphics
or network, respectively. Each example comes witREBADMEPle that provides
further information and lists the available build targets.

2.5 Notations and Conventions

Notations and typographic conventions used in this manual and by the JamaicaVM
Tools in general are explained in the following sections.
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| Example | Demonstrates | Platforms |
HelloWorld Basic Java all
RTHelloworld Real-time threads (RTSJ) all
SwingHelloWorld Swing graphics with graphics
caffeine CaffeineMark (tm) benchmark all
test jni Java Native Interface all
net Network and internet with network
rmi Remote method invocation | with network
DynamicLibraries Linking native code at runtime where supported
Queens Parallel execution multicore systems
Acceleration Speeding up JAR libraries where supported

Table 2.2: Example applications provided in the target directories

2.5.1 Typographic Conventions

Throughout this manual, names of commands, options, classes, Ples etc. are set in
this monospaced font. Output in terminal sessions is reproducedlanted
monospaced in order to distinguish it from user input. Entities in command lines
and other user inputs that have to be replaced by suitable user input are shown in
italics.

As little example, here is the description of the the Unix command-line tool
cat , which outputs the content of a ble on the terminal:

Usecat Pleto print the content obleon the terminal. For example,
the content of the bPlsong.txt  may be inspected thus:

> cat song.txt

Mary had a little lamb,

Little lamb, little lamb,

Mary had a little lamb,

Its fleece was white as snow.

In situations where suitable fonts are not available N say, in terminal output N
entities to be replaced by the user are displayed in angular brackets. For example,
cat <file> instead ofcat Pble

2.5.2 Argument Syntax

In the specibcation of command line arguments and options, the following nota-
tions are used.
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Alternative: the pipe symbol |30 denotes alternatives. For example,
-XobjectFormat=default|C|ELF

means that thXobjectFormat  option must be set to exactly one of the
specibed valuedefault , Cor ELF.

Option: optional arguments that may appear at most once are enclosed in brack-
ets. For example,

-heapSize= n[K|M]

means that theeapSize option must be set to a (numeric) valevhich
may be followed by eitheiK or M

Repetition: optional arguments that may be repeated are enclosed in braces. For
example,

-priMap= jp=sp{, jp=sp}

means that thpriMap accepts one or several comma-separated arguments
of the formjp=sp. These are assignments of Java priorities to system prior-
ities.

Alternative option names (aliases) are indicated in parentheses. For example,
-help(-h, -?)

means that the optiamelp may be invoked by any one dfelp ,-h and-? .

2.5.3 Jamaica Home and User Home

The pble system location where the JamaicaVM Tools are installed is referred to as
jamaica-home In order for the tools to work correctly, the environment variable
JAMAICA must be set tgamaica-homesee Section 2.1).

The JamaicaVM Tools store user-related information such as license keys in
the folder.jamaica inside the userOs home directory. The userOs home direc-
tory is referred to asiser-home On Unix systems it is usuallfhome/ user, on
WindowsC:\Users\ user.
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Tools Overview

The JamaicaVM tool chain provides all the tools required to process Java source
code into an executable format on the target system. Fig. 3.1 provides an overview
over this tool chain.

3.1 Jamaica Java Compiler

JamaicaVM uses Java source code bles (see the Java Language Specibcation [4])
as input to brst create platform independent Java class bles (see the Java Vir-
tual Machine Specibcation [9]) in the same way classical Java implementations
do. JamaicaVM provides its own Java bytecode compdaenaicac , to do this
translation. However, any other bytecode compiler such as Jaidis may be
used. For a more detailed descriptiorjarhaicac see Chapter 12.

When using a compiler other thggmaicac it is important to set the boot-
classpath to the Jamaica system classes. These are located in the following JAR
ple:

jamaica-hom#aarget/  platformlib/rt.jar

In addition, please note that JamaicaVM uses Java 6 compatible class bles and
requires a Java compiler capable of interpreting Java 6 compatible class bles.

3.2 Jamaica Virtual Machine

The commandgamaicavm provides a version of the Jamaica virtual machine.

It can be used directly to quickly execute a Java application. It is the equivalent
to thejava command that is used to run Java applications with OracleOs JDK. A
more detailed description of th@maicavm and similar commands that are part

of Jamaica will be given in Chapter 13.

35
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Figure 3.1: The Jamaica Toolchain

The jamaicavm brst loads all class Ples that are required to start the ap-
plication. It contains the Jamaica Java interpreter, which then executes the byte
code commands found in these class bles. Any new class that is referenced by a
byte code instruction that is executed will be loaded on demand to execute the full
application.

Applications running using thmmaicavm command are not very well op-
timized. There is no compiler that speeds up execution and no specibPc measures
to reduce footprint are taken. We therefore recommend using the Jamaica Builder
presented in the next section and discussed in detail in Chapter 14 to run Java
applications with JamaicaVM on an embedded system.

3.3 Creating Target Executables

In contrast to thgamaicavm commandjamaicabuilder does not execute

the Java application directly. Instead, the Builder loads all the classes that are part

of a Java application and packages them together with the Jamaica runtime sys-

tem (Java interpreter, class loader, realtime garbage collector, JNI native interface,

etc.) into a stand-alone executable. This stand-alone executable can then be exe-
cuted on the target system without needing to load the classes from a ble system
as is done by thmmaicavm command, but can instead directly proceed execut-

ing the byte codes of the applicationOs classes that were built into the standalone
executable.
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The Builder has the opportunity to perform optimizations on the Java appli-
cation before it is built into a stand-alone executable. These optimizations reduce
the memory demand (smart linking, bytecode compaction, etc.) and increase its
runtime performance (bytecode optimizations, proble-guided static compilation,
etc.). Also, the Builder permits Pne-grained control over the resources available
to the application such as number of threads, heap size, stack sizes and enables
the user to deactivate expensive functions such as dynamic heap enlargement or
thread creation at runtime. A more detailed description of the Builder is given in
Chapter 14.

3.4 Accelerating JAR Files

Many Java-based applications require loading additional bytecode at runtime.
This holds true especially for application frameworks, of which OSGi is a well-
known example. Such code is typically bundled in JAR Ples. Wartgicavm
and executables created with the Builder can load bytecode at runtime and execute
it with JamaicaOs interpreter, this code cannot benebt from the performance gain
of static compilation provided bjamaicabuilder

The Jamaica JAR Accelerator solves this problem. It works in a fashion similar
to the Builder but instead of converting bytecode to a standalone executable, it
creates a native library that is added to the JAR Ple and loaded and linked at
runtime. For more information on the JAR Accelerator, please refer to Chapter 15.

3.5 Monitoring Realtime Behavior

JamaicaTrace enables to monitor the realtime behavior of applications and helps
developers to bPne-tune the threaded Java applications running on Jamaica run-
time systems. These run-time systems can be either the Jamaica VM or any appli-
cation that was created using the Jamaica Builder.
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Chapter 4

Support for the Eclipse IDE

Integrated development environments (IDEs) make a software engineerOs life eas-
ier by aggregating all important tools under one user interface. aicas provides a
plug-in to integrate the JamaicaVM Virtual Machine and the JamaicaVM Builder
into the Eclipse IDE, which is a popular IDE for Java. The following instructions
refer to versions 1.3.1 and later of the Eclipse plug-in.

4.1 Plug-in installation

The JamaicaVM plug-in can be installed and updated through the Eclipse plug-in
manager.

4.1.1 Installation on Eclipse

For use with Jamaica 8, Eclipse 4.4 or later, a Java 1.7 compatible Java runtime
environment (JRE) and version 1.3.1 of the Eclipse plug-in are reqtikésing

the latest available Eclipse version and an up-to-date JRE is recommended. The
following instructions refer to Eclipse 3.5. The menu structure of other Eclipse
versions may differ slightly.

The plug-in may be installed from the update site provided on the aicas web
servers, or, if web access is not available, from a local update site, which may be
set up from a ZIP ple. To install the plug-in from the aicas web servers, select the
menu item

Help > Install New Software... ,

The plug-in itself requires Eclipse 3.5 or later and a Java 1.5 compatible Java runtime envi-
ronment (JRE), but then Java 8 language features are not available.

39
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add the update sitettps://aicas.com/download/eclipse-plugin
and installJamaicaVM Tools .2 The plug-in is available after a restart of
Eclipse. To perform an update, selételp > Check for updates...
You will be notibed of updates.

For users working in development environments without internet access, the
JamaicaVM Eclipse plug-in can be provided as a ZIP ble. This will be named

jamaicavm-eclipse-plugin- versionupdate-site.zip

and should be unpacked to a temporary location in the ble space. To install, follow
the instructions above where the web address should be replaced by the temporary
location. OContact all update sites during install to Pnd required softwareO should
not be selected in this case.

4.1.2 Installation on Other IDEs

The plug-in may also be used on development environments that are based on
Eclipse such as WindRiverOs WorkBench or QNX Momentics. These environ-
ments are normally not set up for Java development and may lack the Java Devel-
opment Tools (JDT). In order to install these

¥ |ldentify the Eclipse version the development environment is derived from.
This information is usually available in thdelp > About dialog N for
example, Eclipse 3.5.

¥ Some IDEs have the menu item for installing new software disabled by
default. To enable it switch to the Resource Perspective: sélgxtow >
Open Perspective > Other... and choos®esource .

¥ Add the corresponding Eclipse Update Site, whidhtip://download.
eclipse.org/eclipse/updates/3.5 in this example, and install
the JDT: selecHelp > Install New Software... and add the
update site. Then uncheck OGroup items by categoryO and select the pack-
age OEclipse Java Development ToolsO. Installation may require to run the
IDE in admin mode.

Restart the development environment before installing the JamaicaVM plug-in.

4.2 Setting up JamaicaVM Distributions

A Jamaica distribution must be made known to Eclipse and the Jamaica plug-in
before it can be used. This is done by installing it as a Java Runtime Environment

2Some web browsers may be unable to display the update site.
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(JRE). In the global preferences dialog (usuAWndow > Preferences ),

open Sectiodava > Installed JREs , click Add... , selectiamaicaVM

and choose the Jamaica installation directory as the JRE home. The wizard will
automatically provide defaults for the remaining Pelds.

4.3 Using JamaicaVM in Java Projects

After setting up a Jamaica distribution as a JRE, it can be used like any other JRE
in Eclipse. For example, it is possible to choose Jamaica as a project specibc
environment for a Java project, either in iecate Java Project wizard,

or by changing]RE System Library inthe properties of an existing project.

It is also possible to choose a Jamaica as default JRE for the workspace.

In many cases, referring to a particular Java runtime environment is incon-
venient, and Eclipse providesecution environments an abstraction of JREsS
with particular features N for examplelavaSE-1.8 . For projects relying on
features that are specibc to JamaicaVM, such as the RTSJ, the execution environ-
mentsJamaicaVM-6 andJamaicaVM-8 are provided. They may be used as
drop-in replacements falavaSE-1.6 andJavaSE-1.8 , respectively.

If you added a new Jamaica distribution and its associated JRE installation is
not visible afterwards, please restart Eclipse.

4.4 Setting Virtual Machine Parameters

The JamaicaVM Virtual Machine is conbgured through runtime parameters, which
N for example N control the heap size or the size of memory areas such as scoped
memory. These settings are controlled via environment variables (refer to Sec-
tion 13.4 for a list of available variables). To do so, create or open a run conbg-
uration of typeJava Application or of type Jamaica Application

Environment variables can be debned on the tab naEmettonment . The
conbguration type&amaica Application provides an additional tab with
predebned controls for the environment variables understood by JamaicaOs VMs
(see Section 13.4).

4.5 Building applications with Jamaica Builder

The plug-in extends Eclipse with support for the Jamaica Builder tool. In the
context of this tool, the term ObuildO is used to describe the process of translating
compiled Java class Ples into an executable Ple. Please note that in EclipseOs
terminology, ObuildO means compiling Java source Ples into class bles.
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45.1 Getting started

In order to build your application with Jamaica Builder, you must create a Jamaica
Buildble. A wizard is available for creating a build Ple for an existing project with
sources (the wizard needs to know the main class).

To use the wizard, invoke Eclipselsw dialog by choosingFile > New
> Other... , navigate toJamaica > Jamaica Buildfile . Choose a
project in the workspace whose JRE is Jamaica, select a target platform and spec-
ify the applicationOs main class.

After Pnishing the wizard, the newly created buildble is opened in a graphical
editor containing an overview page, a conbguration page and a source page. It
shows a build target and, if generated by the wizard, a launch target. You can
review and modify the Jamaica Builder conbguration by clickidit in the
build target on théDverview page, or in order to start the build process, click
Build

45.2 Jamaica Buildbles

This section gives a more detailed introduction to Jamaica Buildbles and the
graphical editor to edit them easily.

45.2.1 Concepts

Jamaica Buildbles are build bles understood by Apache Ant. li8pg/
ant.apache.org .) These build Ples mainly consist tdrgetscontaining a
sequence ofaskswhich accomplish a functionality like compiling a set of Java
classes. Many tasks come included with Ant, but tasks may also be provided by
a third party. Third party tasks must be dePned within the buildble by a task
debnition faskde). Ant tasks that invoke the Jamaica Builder and other tools
are part of the JamaicaVM tools. See Chapter 19 for the available Ant tasks and
further details on the structure of the Jamaica BuildPles.

The Jamaica-specibc tasks can be parameterized similarly to the tools they
represent. We debne the usage of such a task along with a set of options as a
conbguration

We use the term Jamaica Buildble to describe an Ant buildble that debnes at
least one of the Jamaica-specibc Ant tasks and contains one or many conbgura-
tions.

The benebt of this approach is that conbgurations can easily be used outside of
Eclipse, integrated in a build process and exchanged or stored in a version control
system.
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4.5.2.2 Using the editor

The editor for Jamaica Buildbles consists of three or more pages. The brst page
is theOverview page. On this page, you can manage your conbgurations, task
debnitions and Ant properties. More information on this can be found in the
following paragraphs. The pages after Deerview page represent a conbgu-
ration. The last page displays the XML source code of the buildble. Normally,
you should not need to edit the source directly.

4.5.2.3 Conbgure Builder options

A conbguration page consists of a header section and a body part. Using the con-
trols in the header, you can request the build of the current conbguration, change
the task debnition used by the conbguration or add options to the body part. Each
option in the conbguration is displayed by an input mask, allowing you to perform
various actions:

¥ Modify options. The input masks ref3ect the characteristics of their asso-
ciated option, e.g. an option that expects a list will be displayed as a list
control. Input masks that consists only of a text Peld show a diskette sym-
bol in front of the the option name when modibed. Please [jEadsr]
or click the symbol to accept the new value.

¥ Remove options. Each input mask hasxanontrol that will remove the
option from the conbguration.

¥ Disable options. Options can also be disabled instead of removed, e.g. in
order to test the conbguration without a specibc option. Click the arrow in
front of an option to disable it.

¥ Load default values. Theefault  control resets the optionOs value to the
default (not available for all options).

¥ Show help. The question mark control displays the optionOs help text.

The values of all options are immediately validated. If a value is not valid for a
specibc option, that option will be annotated with a red error marker. An error
message is shown when hovering over the error marker.

4.5.2.4 Multiple build targets

It is possible to store more than one build target in a buildble. Qliekw Build

Target to create a new Builder conbguration. The new conbguration will be
displayed in a new page in the editor. A conbguration can be removed on the
Overview page by clickingRemove.
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4.5.2.5 Ant properties

Ant properties provide a text-replacement mechanism within Ant buildples. The
editor supports Ant properties in option values. This is especially useful in con-
junction with multiple conbgurations in one buildble, when you create Ant prop-
erties for option values that are common to all conbgurations. Additionally you
can also specifgnvironment propertiesThey allow you to set a prebx string for
access to the environment variables of your system. To create an environment
property, just click+ in the properties section of the Overview page and enter
<environment> as property name. If you setv as the value, environment
variables are made available as properties. For exandplRIABLE can be ac-
cessed as propergnv.VARIABLE .

4.5.2.6 Launch built application

The editor provides a simple way to launch the built application when it has been
built for the host platform. If the wizard did not already generate a target of the
formlaunch_ nameclick New Launch Target toadd atargetthatexecutes
the binary that resulted from the specibc Builder conbguration. Add command
line arguments if needed. Then clitkunch to start the application.
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Chapter 5

Performance Optimization

The most fundamental measure employed by the Jamaica Builder to improve the
performance of an application is to statically compile those parts that contribute
most to the overall runtime. These parts are identiped pmogle runof the
application. Identifying these parts is callpbbling The probling information

is used by the Builder to decide which parts of an application need to be compiled
and whether further optimizations such as inlining the code are necessary.

5.1 Creating a proble

The BuilderOgprofile option and thgamaicavmp command provide sim-
ple means of probling an application. Setting tipeofile option enables
probling. The Builder will then link the application with the probling version of
the JamaicaVM libraries.

During probling the Jamaica Virtual Machine counts, among other things, the
number of bytecode instructions executed within every method of the application.
The number of instructions can be used as a measure for the time spent in each
method.

At the end of execution, the total number of bytecode instructions executed by
each method is written to a Ple with the simple name of the main class of the Java
application and the sufpyrof , such that it can be used for further processing.
When this ble already exists, the information is appended.

| Collection of proble information is cumulative. When changing the applica-
tion code and in continuous integration setups, be sure to delete the old proble
before creating a new one.

OHot spotsO (the most likely sources for further performance enhancements by
optimization) in the application can easily be determined using the proble.

47
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5.1.1 Creating a probling application

The compilation technology of JamaicaOs Builder is able to use the data generated
during probPle runs using therofile option to guide the compilation process,
producing optimal performance with a minimum increase in code size.

Here is a demonstration of the probler using the HelloWorld example pre-
sented in Section 2.4. First, it is built using #profile option:

> jamaicabuilder -cp classes -profile -interpret HelloWorld
Reading configuration from
Ousr/local/jamaica-8.0/target/linux-x86_64/etc/jamaica.confO...
Jamaica Builder Tool 8.0 Release 0
(User: EVALUATION USER, Expires: 2016.04.27)
Generating code for target Olinux-x86_640, optimization Ospeedd
+ tmp/HelloWorld__.c
+ tmp/HelloWorld__.h
« C compiling Otmp/Helloworld__.cO
+ tmp/HellowWorld__nc.o

* linking
* stripping
Application memory demand will be as follows:
initial max
Thread C stacks: 1152KB (= 9 * 128KB) 63MB (= 511 * 128KB)
Thread Java stacks: 144KB (= 9 * 16KB) 8176KB (= 511 * 16KB)
Heap Size: 2048KB 256MB
GC data: 128KB 16MB
TOTAL: 3472KB 343MB

Next, the generated executalblelloworld is run. We use the command line
argumentl0000 so that startup code does not dominate. The output looks like
this:

> ./HelloWorld 10000

Hello World!
Hello World!
Hello World!
Hello World!
Hello World!
Hello World!
[...]
Hello World!
Hello World!
Hello World!
Hello World!
Hello World!

Hello World!
[...]



5.1. CREATING A PROFILE 49

Start writing profile data into file OHelloWorld.profQ
Write threads data...

Write invocation data...

Done writing profile data

5.1.2 Using the probling VM

Alternatively, in simple cases, the proble can also be created usijantaecavmp
command on the host without brst building a stand-alone executable:

> jamaicavmp HelloWorld 10000

Hello World!
Hello World!
Hello World!
Hello World!
Hello World!
Hello World!
[...]
Hello World!
Hello World!
Hello World!
Hello World!
Hello World!
Hello World!

[...]

Start writing profile data into file OHelloworld.prof®
Write threads data...

Write invocation data...

Done writing profile data

The use ofamaicavmp is subject to the following restrictions:

¥ |t can generate a proble for the host only.

¥ Setting Builder options for the application to be probled is not possible.

5.1.3 Dumping a proble via network

If the application does not exit or writing a proble is very slow on the target, you
can request a proble dump with flaenaicaremoteprofile command. You
need to set th@maica.profile_request_port property when building
the application with theprofile option or using the probling VM. Set the
property to an available TCP port and then request a dump remotely:
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> jamaicaremoteprofile target port
DUMPING...
DONE.

In the above commandarget denotes the IP address or host name of the target
system. By default, the proble is written on the target to a ble with the name
of the main class and the sufgxof . You can change the ble name with the
-file  option or you can send the proble over the network and write it to the ble
system (with an absolute path or relative to the current directory) of the host with
the-net option:

> jamaicaremoteprofile -net= Plename target port

5.1.4 Creating a micro proble

To speed up the performance of critical sections in the application, you can use
micro probles that only contain probling information of such a section (see Sec-
tion 5.2.2). You need to reset the proble just before the critical part is executed
and dump a proble directly after. To reset a proble, you can use the command
jamaicaremoteprofile with the-reset  option:

> jamaicaremoteprofile -reset target port

5.2 Using a proble with the Builder

Having collected the probling data, the Jamaica Compiler can create a compiled
version of the application using the proble information. This compiled version
benepts from probling information in several ways:

¥ Compilation is limited to the most time critical methods, keeping non-
critical methods in smaller interpreted byte-code format.

¥ Method inlining prefers inlining of calls that have shown to be executed
most frequently during the probling run.

¥ Probling information also collects information on the use of rel3ection, so
an application that cannot use smart linking due to ref3ection can probt from
smart linking even without manually listing all classes referenced via ref3ec-
tion.
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5.2.1 Building with a proble

The Builder optionuseProfile is used to select the generated probkling data:

> jamaicabuilder -cp classes -useProfile Helloworld.prof Helloworld
Reading configuration from
Ousr/localljamaica-8.0/target/linux-x86_64/etc/jamaica.confO...
Jamaica Builder Tool 8.0 Release 0

(User: EVALUATION USER, Expires: 2016.04.27)

Generating code for target Olinux-x86_640, optimization Ospeedd
+ tmp/PKG__Va233e7043036¢ccc8 .

[...]

+ tmp/HelloWorld__.c

+ tmp/HelloWorld__.h
C compiling Otmp/Helloworld__.cO

[...]
+ tmp/HelloWorld__nc.o

*

* linking
* stripping
Application memory demand will be as follows:
initial max
Thread C stacks: 1152KB (= 9 » 128KB) 63MB (= 511 * 128KB)
Thread Java stacks: 144KB (= 9 * 16KB) 8176KB (= 511 * 16KB)
Heap Size: 2048KB 256MB
GC data: 128KB 16MB
TOTAL: 3472KB 343MB

Due to the proble-guided optimizations performed by the compiler, the runtime
performance of the application built using a proble as shown usually exceeds the
performance of a fully compiled application. Furthermore, the memory footprint
is signibcantly smaller and the modify-compile-run cycle time is usually signif-
icantly shorter as well since only a small fraction of the application needs to be
compiled. It is not necessary to re-generate proble data after every modibcation.

5.2.2 Building with multiple probles

You can use several probles to improve the performance of your application.
There are two possibilities to specify probles that behave in a different way.

First you can just concatenate two proble Ples or dump a proble several times
into the same Ple which will just behave as if the probles were recorded sequen-
tially. You can add a proble for a new feature this way.

If you want to favor a proble instead, e.g. a micro proble for startup or a per-
formance critical section as described in Section 5.1.4, you can specify the proble
with another-useProfile option. In this case, all probles are normalized be-
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fore they are concatenated, so highly rated methods in a short-run micro proble
are more likely to be compiled.

5.3 Interpreting the probling output

When running in probling mode, the VM collects data to create an optimized ap-
plication but can also be interpreted manually to bnd memory leaks or time con-
suming methods. You can make Jamaica collect information about performance,
memory requirements etc.

| Measuring the performance on virtual OS images can be time-consuming and
may lead to incorrect results.

To collect additional information, you have to set the propgatyaica.
profile_groups to select one or more probling groups. The default value is
builder  to collect data used by the Builder. You can set the property to the
valuesbuilder , memory, speed, all or a comma separated combination of
those. Example:

> jamaicavmp -cp classes \
> -Djamaica.profile_groups=Dbuilder,speed \
> Helloworld 10000

| The format of the proPle ble is likely to change in future versions of Jamaica
Builder.

5.3.1 Format of the proble ble

Every line in the probling output starts with a keyword followed by space sepa-
rated values. The meaning of these values depends on the keyword.

For a better overview, the corresponding values in different lines are aligned as
far as possible and words and signs that improve human reading are added. Here
for every keyword the additional words and signs are omitted and the values are
listed in the same order as they appear in the text ble.

Keyword: BEGIN_PROFILE_DUMP Groups: all
Values

1. unique dump ID
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Keyword: END_PROFILE_DUMP Groups: all
Values

1. unique dump ID

Keyword: HEAP_REFS Groups: memory

Values
1. total number of references in object attributes
2. total number of words in object attributes

3. relative number of references in object attributes

Keyword: HEAP_USE Groups: memory
Values
1. total number of currently allocated objects of this class
. number of blocks needed for one object of this class
. block size in bytes

. number of bytes needed for all objects of this class

2

3

4

5. relative heap usage of objects of this class

6. total number of objects of this class organized in a tree structure

7. relative number of objects of this class organized in a tree structure
8

. hame of the class

Keyword: INSTANTIATION_COUNT Groups: memory
Values

1. total number of instantiated objects of this class

2. number of blocks needed for one object of this class

3. number of blocks needed for all objects of this class
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number of bytes needed for all objects of this class
total number of objects of this class organized in a tree structure
relative number of objects of this class organized in a tree structure

class loader that loaded the class

© N o g b

name of the class

Keyword: PROFILE Groups: builder

Values
1. total number of bytecodes executed in this method
2. relative number of bytecodes executed in this method
3. signature of the method

4. class loader that loaded the class of the method

Keyword: PROFILE_CLASS USED_VIA REFLECTION Groups: builder
Values

1. name of the class used via ref3ection

Keyword: PROFILE_CYCLES Groups: speed
Values

1. total number of processor cycles spent in this method (if available on the
target)

2. signature of the method

Keyword: PROFILE_INVOKE Groups: builder
Values
1. number of calls from caller method to called method

2. bytecode position of the call within the method
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3. signature of the caller method

4. signature of the called method

Keyword: PROFILE_INVOKE_CYCLES Groups: speed
Values
1. number of processor cycles spent in the called method
2. bytecode position of the call within the method
3. signature of the caller method
4

. signature of the called method

Keyword: PROFILE_NATIVE Groups: all
Values

1. total number of calls to the native method

2. relative number of calls to the native method

3. signature of the called native method

Keyword: PROFILE_NEWARRAYGroups: memory
Values
1. number of calls to array creation within a method
2. bytecode position of the call within the method

3. signature of the method

Keyword: PROFILE_THREAD Groups: memory, speed
Values

1. current Java priority of the thread

2. total amount of CPU cycles in this thread

3. relative time in interpreted code
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relative time in compiled code

relative time in JNI code

relative time in garbage collector code
required C stack size

required Java stack size

Keyword: PROFILE_THREADS Groups: builder

Values

1. maximum number of concurrently used threads

Keyword: PROFILE_THREADS_JNI Groups: builder

Values

1. maximum number of threads attached via JNI

Keyword: PROFILE_VERSION Groups: all

Values

1. version of Jamaica the proble was created with

5.3.2 Example

We can sort the probling output to Pnd the application methods where most of the
execution time is spent. Under Unix, the 25 methods which use the most execu-
tion time (in number of bytecode instructions) can be found with the following

command:

> grep PROFILE: HelloWorld.prof | sort -rn -k2 | head -n25

PROFILE:
PROFILE:
PROFILE:
PROFILE:
PROFILE:
PROFILE:
PROFILE:
PROFILE:
PROFILE:

7178736 (21%)
3507848 (10%)
1806300 (5%)
1060212 (3%)
1026091 (3%)
1005150 (3%)
780351 (2%)
720144 (2%)
700140 (2%)

sun/nio/cs/UTF_8$Encoder.encodeArrayLo...
javal/lang/String.indexOf(I1)I [boot]
javal/lang/String.getChars(ll[CI)V [boot]
java/io/BufferedWriter.write(Ljava/lan...
javal/lang/AbstractStringBuilder.value(...
java/lang/AbstractStringBuilder.append...
java/nio/Buffer.position(l)Ljava/nio/B...
sun/nio/cs/StreamEncoder.writeBytes()V...
sun/nio/cs/StreamEncoder.write([CI)V ...
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PROFILE: 687572 (2%)
PROFILE: 615876 (1%)
PROFILE: 560106 (1%)
PROFILE: 520104 (1%)
PROFILE: 480456 (1%)
PROFILE: 480096 (1%)
PROFILE: 460000 (1%)
PROFILE: 450019 (1%)
PROFILE: 400080 (1%)
PROFILE: 400072 (1%)
PROFILE: 360072 (1%)
PROFILE: 320304 (0%)
PROFILE: 320095 (0%)
PROFILE: 300060 (0%)
PROFILE: 280056 (0%)
PROFILE: 260052 (0%)

javal/lang/String.length()l [boot]
java/lang/String.substring(ll)Ljava/la...
java/nio/charset/CharsetEncoder.encode...
sun/nio/cs/StreamEncoder.implWrite([CI...
java/nio/Buffer.<init>(111)V [boot]
java/nio/ByteBuffer.arrayOffset()l [boot]
javalio/BufferedOutputStream.write([Bl...
HelloWorld.main([Ljava/lang/String;)V ...
javal/io/BufferedWriter.flushBuffer()V ...
javalio/PrintStream.write([BIl)V [boot]
java/nio/CharBuffer.arrayOffset()| [boot]
java/nio/Buffer.limit(l)Ljava/nio/Buff...
javal/lang/AbstractStringBuilder.ensure...
sun/nio/cs/UTF_8.updatePositions(Ljava...
sun/nio/cs/StreamEncoder.flushBuffer()...
java/nio/CharBuffer.<init>(IIII[CI)V [...

In this small example program, it is not a surprise that nearly all execution time
is spent in methods that are required for writing the output to the screen. The
dominant function i2JTF_8$Encoder.encodeArrayLoop from the Open-
JDK classes included in Jamaica, which is used while converting JavaOs unicode
characters to the platformOs UTF-8 encoding. Also important is the time spent
in AbstractStringBuilder . Calls to the methods of this class have been
generated automatically by theemaicac compiler for string concatenation ex-
pressions using the O+0-operator.

On systems that support a CPU cycle counter, the probling data also contains
a cumulative count of the number of processor cycles spent in each method. This
information is useful to obtain a more high-level view on where the runtime per-
formance was spent.

The CPU cycle probling information is contained in lines starting with the tag
PROFILE_CYCLES: A similar command line can be used to bPnd the methods
that cumulatively require most of the execution time:

> grep PROFILE_CYCLES: HelloWorld.prof | sort -rn -k2 | head -n25

PROFILE_CYCLES: 1515796664

javalio/PrintStream.printin(Lj...

PROFILE_CYCLES: 889681873 java/io/PrintStream.print(Ljav...
PROFILE_CYCLES: 884193729 javalio/PrintStream.write(Ljav...
PROFILE_CYCLES: 746478256 javalio/BufferedWriter.flushBu...
PROFILE_CYCLES: 710506401 javalio/OutputStreamWriter.wri...
PROFILE_CYCLES: 698638578 sun/nio/cs/StreamEncoder.write...
PROFILE_CYCLES: 657955365 sun/nio/cs/StreamEncoder.implW...
PROFILE_CYCLES: 615253112 javalio/PrintStream.newLine()V...
PROFILE_CYCLES: 462874165 java/nio/charset/CharsetEncode...
PROFILE_CYCLES: 412663080 sun/nio/cs/UTF_8%$Encoder.encod...
PROFILE_CYCLES: 391520187 java/io/OutputStreamWriter.flu...
PROFILE_CYCLES: 385106215 java/lang/StringBuilder.append...
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PROFILE_CYCLES: 382065700 sun/nio/cs/StreamEncoder.flush...
PROFILE_CYCLES: 371031697 sun/nio/cs/UTF_8$Encoder.encod...
PROFILE_CYCLES: 365970930 java/lang/AbstractStringBuilde...
PROFILE_CYCLES: 354994367 sun/nio/cs/StreamEncoder.implF...
PROFILE_CYCLES: 335017864 sun/nio/cs/StreamEncoder.write...
PROFILE_CYCLES: 248484082 com/aicas/jamaica/lang/Profile...
PROFILE_CYCLES: 221012872 javalio/PrintStream.write([BII...
PROFILE_CYCLES: 173072516 java/lang/AbstractStringBuilde...
PROFILE_CYCLES: 168880476 java/lang/String.indexOf()I(i...
PROFILE_CYCLES: 163454112 javal/lang/String.indexOf(11)I(...
PROFILE_CYCLES: 154988208 java/io/BufferedOutputStream.f...
PROFILE_CYCLES: 133841231 javal/lang/ClassLoader.loadClas...
PROFILE_CYCLES: 129726158 java/nio/CharBuffer.wrap([ClI)...

The report is cumulative. It shows more clearly how much time is spent in which
method. The methogrintin(String) of classjava.io.PrintStream
dominates the program. The main method of a program is not included in the
PROFILE_CYCLES

The cumulative cycle counts can now be used as a basis for a top-down opti-
mization of the application execution time.



Chapter 6

Reducing Footprint and Memory
Usage

This chapter is a hands-on tutorial that shows how to reduce an applicationOs foot-
print and RAM demand, while also achieving optimal runtime performance. As
example application we use Pendragon SoftwareOs embedded CaffeineMark (tm)
3.0. The class Ples for this benchmark are part of the JamaicaVM Tools installa-
tion. See Section 2.4.

6.1 Compilation

JamaicaVM Builder compiles bytecode to machine code, which is typically about
20 to 30 times faster than interpreted code. (This is caltaticor ahead-of-time
compilation) However, due to the fact that Java bytecode is very compact com-
pared to machine code on CISC or RISC machines, compiled code is signibcantly
larger than bytecode.

Therefore, in order to improve the performance of an application, only those
bytecodes that contribute most to the overall runtime should be compiled to ma-
chine code in order to achieve satisfactory runtime. This is done using a proble
and was discussed in the previous chapter (Chapter 5). While using a proble usu-
ally offers the best compromise between footprint and performance, JamaicaVM
Builder also provides other modes of compilation. They are discussed in the fol-
lowing sections.

6.1.1 Suppressing Compilation

The Builder optiontinterpret turns compilation of bytecode off. The created
executable will be a standalone program containing both bytecode of the applica-
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tion and the virtual machine executing the bytecode.

> jamaicabuilder -cp classes CaffeineMarkEmbeddedApp -interpret \
> -destination=caffeine_interpret
Reading configuration from
Ousr/localljamaica-8.0/target/linux-x86_64/etc/jamaica.confO...
Jamaica Builder Tool 8.0 Release 0
(User: EVALUATION USER, Expires: 2016.04.27)
Generating code for target Olinux-x86_640, optimization Ospeedd
+ tmp/caffeine_interpret__.c
+ tmp/caffeine_interpret_ .h
x C compiling Otmp/caffeine_interpret__.cO
+ tmp/caffeine_interpret__nc.o

* linking
*  stripping
Application memory demand will be as follows:
initial max
Thread C stacks: 1152KB (= 9 * 128KB) 63MB (= 511 » 128KB)
Thread Java stacks: 144KB (= 9 * 16KB) 8176KB (= 511 * 16KB)
Heap Size: 2048KB 256MB
GC data: 128KB 16MB
TOTAL: 3472KB 343MB

The size of the created binary may be inspected, for example, with a shell com-
mand to list directories. We ude -sk  Ple which displays the pble size in
1024 Byte units. It is available on Unix systems. On Windoshis, may be used
instead.

> |Is -sk caffeine_interpret
12236  caffeine_interpret

The runtime performance for the built application is slightly better compared to
usingjamaicavm_slim , avariant of the jamaicavm command that has no built-
in standard library classes (see Section 13.3).

> /caffeine_interpret

Sieve score = 6876 (98)

Loop score = 6503 (2017)
Logic score = 4667 (0)

String score = 5832 (708)
Float score = 6004 (185)
Method score = 4711 (166650)
Overall score = 5703

> jamaicavm_slim -cp classes CaffeineMarkEmbeddedApp
Sieve score = 4709 (98)
Loop score = 4228 (2017)
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Logic score = 4600 (0)

String score = 4324 (708)
Float score = 4505 (185)
Method score = 4443 (166650)
Overall score = 4465

Better performance will be achieved by compilation as shown in the sections be-
low.

6.1.2 Using Default Compilation

If none of the optionsnterpret , compile , or useProfile IS specibed,
default compilation is used. The default means that a pre-generated proble will
be used for the system classes, and all application classes will be compiled fully.
This usually results in good performance for small applications, but it causes sub-
stantial code size increase for larger applications and it results in slow execution
of applications that use the system classes in a way different than recorded in the
system proble.

> jamaicabuilder -cp classes CaffeineMarkEmbeddedApp \
> -destination=caffeine
Reading configuration from
Ousr/localljamaica-8.0/target/linux-x86_64/etc/jamaica.confl...
Jamaica Builder Tool 8.0 Release 0
(User: EVALUATION USER, Expires: 2016.04.27)
Generating code for target Olinux-x86_640, optimization Ospeedd
+ tmp/PKG__Vc6d407a57973c1ll__.c

[..]

+ tmp/caffeine__.c

+ tmp/caffeine__.h

* C compiling Otmp/caffeine__.cO

]

[
+ tmp/caffeine__nc.o

* linking
* stripping
Application memory demand will be as follows:
initial max
Thread C stacks: 1152KB (= 9 » 128KB) 63MB (= 511 * 128KB)
Thread Java stacks: 144KB (= 9 * 16KB) 8176KB (= 511 * 16KB)
Heap Size: 2048KB 256MB
GC data: 128KB 16MB
TOTAL: 3472KB 343MB

> |Is -sk caffeine
13880 caffeine
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The performance of this example is dramatically better than the performance of
the interpreted version.

> /caffeine

Sieve score = 172798 (98)
Loop score = 407601 (2017)
Logic score = 3885141 (0)
String score = 9006 (708)

Float score = 116040 (185)
Method score = 70317 (166650)
Overall score = 164903

6.1.3 Using a Custom Proble

Generation of a proble for compilation is a powerful tool for creating small ap-
plications with fast turn-around times. The probPle collects information on the
runtime behavior of an application, guiding the compiler in its optimization pro-
cess and in the selection of which methods to compile and which methods to leave
in compact bytecode format.

To generate the proble, we brst have to create a probling version of the appli-
cations using the Builder optigorofile  (see Chapter 5) or using the command
jamaicavmp :

> jamaicavmp -cp classes CaffeineMarkEmbeddedApp
Sieve score = 2827 (98)

Loop score = 2651 (2017)

Logic score = 3132 (0)

String score = 2786 (708)

Float score = 2491 (185)

Method score = 2291 (166650)

Overall score = 2683

Start writing profile data into file OCaffeineMarkEmbeddedApp.prof®
Write threads data...

Write invocation data...

Done writing profile data

This proPbling run also illustrates the runtime overhead of the probling data col-
lection: the probling run is signibcantly slower than the interpreted version.

Now, an application can be compiled using the probling data that was stored
in ble CaffeineMarkEmbeddedApp.prof

> jamaicabuilder -cp classes \

> -useProfile=CaffeineMarkEmbeddedApp.prof \

> CaffeineMarkEmbeddedApp -destination=caffeine_useProfile10
Reading configuration from
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Ousr/localljamaica-8.0/target/linux-x86_64/etc/jamaica.confl...
Jamaica Builder Tool 8.0 Release 0

(User: EVALUATION USER, Expires: 2016.04.27)

Generating code for target Olinux-x86_640, optimization OspeedO
+ tmp/PKG__V7b68718d23a074b1__.c

[.]

+ tmp/caffeine_useProfilel0_ .c

+ tmp/caffeine_useProfilel0__ .h
* C compiling Otmp/caffeine_useProfile10__.cO
[...]
+ tmp/caffeine_useProfilel0__nc.o
* linking
*  stripping
Application memory demand will be as follows:
initial max
Thread C stacks: 1152KB (= 9 = 128KB) 63MB (= 511 * 128KB)
Thread Java stacks: 144KB (= 9 * 16KB) 8176KB (= 511 * 16KB)
Heap Size: 2048KB 256MB
GC data: 128KB 16MB
TOTAL: 3472KB 343MB

The resulting application is only slightly larger than the interpreted version but,
simliar to default compilation, the runtime score is signibcantly better:

> |s -sk caffeine_useProfile10
12600 caffeine_useProfile10

> /caffeine_useProfile10

Sieve score = 177108 (98)
Loop score = 357258 (2017)
Logic score = 3964559 (0)
String score = 9065 (708)

Float score = 113357 (185)
Method score = 71913 (166650)
Overall score = 162682

For this small example, the runtime score achieved with default compilation hap-
pens to be higher than for the application built with a custom proble. For large
real-world application using a custom proble usually leads to better performance.
When a proPle is used to guide the compiler, by default 10% of the methods
executed during the proble run are compiled. This results in a moderate code size
increase compared with fully interpreted code and results in a run-time perfor-
mance very close to or typically even better than fully compiled code. Using the
Builder optionpercentageCompiled , this default setting can be adjusted to
any value from 0% to 100%. Best results are usually achieved with a value from
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10% to 30%, where a higher value leads to a larger footprint. Note that setting the
value to 100% is not the same as setting the optmmpile (see Section 6.1.5),
since using a proble only compiles those methods that are executed during the
probling run. Methods not executed during the probling run will not be compiled
whenuseProfile is used.

Entries in the proble can be edited manually, for example to enforce compila-
tion of a method that is performance critical. For example, the proble generated
for this example contains the following entry for the mettsize()  of class
java.util.Vector

PROFILE: 64 (0%) java/util/Vector.size()l

To enforce compilation of this method even whagrcentageCompiled is
not set to 100%, the probling data can be changed to a higher value, e.g.,

PROFILE: 1000000 (0%) java/util/Vector.size()l

6.1.4 Code Optimization by the C Compiler

Enabling C compiler optimizations for code size or execution speed can have an
important effect on the the size and speed of the application. These optimiza-
tions are enabled via setting the command line optiapimize=size or
-optimize=speed , respectively. Note thatpeed is normally the default.

For comparison, we build the caffeine example optimizingsiae .

> jamaicabuilder -cp classes \
>  -useProfile=CaffeineMarkEmbeddedApp.prof \
> -optimize=size CaffeineMarkEmbeddedApp \
> -destination=caffeine_useProfilel0_size
Reading configuration from
Ousr/localljamaica-8.0/target/linux-x86_64/etc/jamaica.confO...
Jamaica Builder Tool 8.0 Release 0
(User: EVALUATION USER, Expires: 2016.04.27)
Generating code for target Olinux-x86_640, optimization OsizeO
+ tmp/PKG__Vecbh9f032ef5668e0__.c
[...]
+ tmp/caffeine_useProfilel0_size .c
+ tmp/caffeine_useProfile10_size__.h
* C compiling Otmp/caffeine_useProfile10_size .cO

[...

+ tmp/caffeine_useProfilel0_size_ nc.o
* |linking

* stripping

1To check the default, invokamaicabuilder -help or inspect the Builder status mes-
sages.
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Application memory demand will be as follows:

initial max
Thread C stacks: 1152KB (= 9 + 128KB) 63MB (= 511 » 128KB)
Thread Java stacks: 144KB (= 9 * 16KB) 8176KB (= 511 * 16KB)
Heap Size: 2048KB 256MB
GC data: 128KB 16MB
TOTAL: 3472KB 343MB

Code size and performance depend strongly on the C compiler that is employed
and may even show anomalies such as better runtime performance for the version
optimized for smaller code size. We get these results:

> |s -sk caffeine_useProfilel0_size
12320 caffeine_useProfile10_size

> ./caffeine_useProfilel0_size
Sieve score = 120004 (98)
Loop score = 133752 (2017)
Logic score = 3005921 (0)
String score = 9114 (708)

Float score = 68678 (185)
Method score = 61652 (166650)
Overall score = 110915

6.1.5 Full Compilation

Full compilation can be used when no probling information is available and code
size and build time are not important issues.

| Fully compiling an application leads to very poor turn-around times and may
require signibcant amounts of memory during the C compilation phase. We
recommend compilation be used only through probling as described above.

To compile the complete application, the optmympile is set:

> jamaicabuilder -cp classes -compile CaffeineMarkEmbeddedApp \
>  -destination=caffeine_compiled

Reading configuration from
Ousr/localljamaica-8.0/target/linux-x86_64/etc/jamaica.confO...
Jamaica Builder Tool 8.0 Release 0

(User: EVALUATION USER, Expires: 2016.04.27)

Generating code for target Olinux-x86_640, optimization Ospeedd
+ tmp/PKG__Vcal44e79d274579f .

[...]

+ tmp/caffeine_compiled__.c

+ tmp/caffeine_compiled__.h
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* C compiling Otmp/caffeine_compiled__.cO

[.]

+ tmp/caffeine_compiled__nc.o

* linking
*  stripping
Application memory demand will be as follows:
initial max
Thread C stacks: 1152KB (= 9 * 128KB) 63MB (= 511 » 128KB)
Thread Java stacks: 144KB (= 9 * 16KB) 8176KB (= 511 * 16KB)
Heap Size: 2048KB 256MB
GC data: 128KB 16MB
TOTAL: 3472KB 343MB

The resulting binary is very large. The performance of the compiled version is sig-
nibcantly better than the interpreted version. However, even though all code was
compiled, the performance of the versions created using probles is not matched.
This is due to poor cache behavior caused by the large footprint.

> |s -sk caffeine_compiled
73768  caffeine_compiled

> ./caffeine_compiled

Sieve score = 179817 (98)
Loop score = 420148 (2017)
Logic score = 3893045 (0)
String score = 5582 (708)

Float score = 112862 (185)
Method score = 70375 (166650)
Overall score 153419

Full compilation is only feasible in combination with the code size optimizations
discussed in the sequel. Experience shows that using a custom probPle is superior
in almost all situations.

6.2 Smart Linking

The JamaicaVM Builder can remove unused bytecode from an application. This
is calledsmart linkingand reduces the footprint of both interpreted and statically
compiled code. By default, only a modest degree of smatrt linking is used: unused
classes and methods of classes are removed, unless that code is explicitly included
with either of the optionsincludeClasses or -includeJAR . For more
information, see the Builder optiosmart
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Additional optimizations are possible if the Builder knows for sure that the
application that is compiled is closed, i.e., all classes of the application are built-
in and the application does not use dynamic class loading to add any additional
code. These additional optimizations include static binding and inlining for vir-
tual method calls if the called method is not redePned by any built-in class. The
Builder can be instructed to perform these optimizations by setting the option
-closed

In the Caffeine benchmark application, dynamic class loading is not used, so
we can enable closed application optimizations by settigsed

> jamaica -cp classes -closed \
> -useProfile=CaffeineMarkEmbeddedApp.prof \
> CaffeineMarkEmbeddedApp \
> -destination=caffeine_useProfile10_ closed
Reading configuration from
Ousr/locall/jamaica-8.0/target/linux-x86_64/etc/jamaica.confO...
Jamaica Builder Tool 8.0 Release 0
(User: EVALUATION USER, Expires: 2016.04.27)
Generating code for target Olinux-x86_640, optimization Ospeedd
+ tmp/PKG__ V4136fe3a736d3abf .c
[...]
+ tmp/caffeine_useProfile10_closed__.c
+ tmp/caffeine_useProfilel0_closed _.h
» C compiling Otmp/caffeine_useProfile10_closed__.cO

]

[
+ tmp/caffeine_useProfile10_closed__nc.o

* linking
*  stripping
Application memory demand will be as follows:
initial max
Thread C stacks: 1152KB (= 9 * 128KB) 63MB (= 511 » 128KB)
Thread Java stacks: 144KB (= 9 * 16KB) 8176KB (= 511 * 16KB)
Heap Size: 2048KB 256MB
GC data: 128KB 16MB
TOTAL: 3472KB 343MB

> |s -sk caffeine_useProfilel0_closed
12212 caffeine_useProfile10_closed

The effect on the code size is favourable. Also, the resulting runtime performance
is signibcantly better for code that requires frequent virtual method calls. Con-
sequently, the results of the Method test in the Caffeine benchmark are improved
when closed application optimizations are enabled:

> /caffeine_useProfilel0_closed
Sieve score = 180270 (98)
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Loop score = 355699 (2017)
Logic score = 3948536 (0)
String score = 9460 (708)

Float score = 119329 (185)
Method score = 248628 (166650)
Overall score = 203518

6.3 API Library Classes and Resources

The footprint of an application can be further reduced by excluding resources
such as language locales and time zone information, which contain a fair amount
of data, and their associated library classes.

For our example application, there is no need for supporting network protocols
or language locales. Furthermore, neither graphics nor fonts are needed. Conse-
guently, we can set all gfrotocols , locales , graphics andfonts to
the empty set. Time zone support is not required either, and we include only a
single time zone. The resulting call to build the application is as follows:

> jamaicabuilder -cp classes -closed \

> -useProfile=CaffeineMarkEmbeddedApp.prof \

> -setProtocols=none -setLocales=none \

> -setGraphics=none -setFonts=none \

>  -setTimeZones=Europe/Berlin \

> CaffeineMarkEmbeddedApp -destination=caffeine_nolibs
Reading configuration from
Ousr/localljamaica-8.0/target/linux-x86_64/etc/jamaica.confO...
Jamaica Builder Tool 8.0 Release 0

(User: EVALUATION USER, Expires: 2016.04.27)
Generating code for target Olinux-x86_640, optimization Ospeedd
+ tmp/PKG__V676alclf305fedal .c

[...]

+ tmp/caffeine_nolibs__.c

+ tmp/caffeine_nolibs__.h
* C compiling Otmp/caffeine_nolibs__.cO
[...]
+ tmp/caffeine_nolibs__nc.o
* linking
* stripping
Application memory demand will be as follows:
initial max
Thread C stacks: 1152KB (= 9 = 128KB) 63MB (= 511 » 128KB)
Thread Java stacks: 144KB (= 9 *+ 16KB) 8176KB (= 511 * 16KB)
Heap Size: 2048KB 256MB
GC data: 128KB 16MB

TOTAL: 3472KB 343MB
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> |s -sk caffeine_nolibs
5620 caffeine_nolibs

A huge part of the class library code could be removed by the Jamaica Builder so
that the resulting application is signibcantly smaller than in the previous examples.

6.4 RAM Usage

In many embedded applications, the amount of random access memory (RAM)
required is even more important than the application performance and its code
size. Therefore, a number of means to control the application RAM demand are
available in Jamaica. RAM is required for three main purposes:

1. Memory for application data structures, such as objects or arrays allocated
at runtime.

2. Memory required to store internal data of the VM, such as representations
of classes, methods, method tables, etc.

3. Memory required for each thread, such as Java and C stacks.

Needless to say that Item 1 is predominant for an applicationOs use of RAM space.
This includes choosing appropriate classes from the standard library. For mem-
ory critical applications, the used data structures should be chosen with care. The
memory overhead of a single object allocated on the Jamaica heap is relatively
small: typically three machine words are required for internal data such as the
garbage collection state, the objectOs type information, a monitor for synchroniza-
tion and memory area information. See Chapter 9 for details on memory areas.

Item 2 means that an application that uses fewer classes will also have a lower
memory demand. Consequently, the optimizations discussed in the previous sec-
tions (Section 6.2 and Section 6.3) have a knock-on effect on RAM demand!
Memory needed for threads (Item 3) can be controlled by conbguring the number
of threads available to the application and the stack sizes.

6.4.1 Measuring RAM Demand

The amount of RAM actually needed by an application can be determined by set-
ting the Builder optioranalyze . Apart from setting this option, it is important
that exactly the same arguments are used as in the pPnal versionartdyee

is set to ©O, which yields a tolerance of 1%:
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> jamaicabuilder -cp classes -analyze=1 -closed \
> -useProfile=CaffeineMarkEmbeddedApp.prof \
>  CaffeineMarkEmbeddedApp -destination=caffeine_analyze
Reading configuration from
Oustr/localljamaica-8.0/target/linux-x86_64/etc/jamaica.confO...
Jamaica Builder Tool 8.0 Release 0
(User: EVALUATION USER, Expires: 2016.04.27)
Generating code for target Olinux-x86_640, optimization Ospeedd
+ tmp/PKG__V4136fe3a736d3abf__.c

[...]

+ tmp/caffeine_analyze .c

+ tmp/caffeine_analyze__.h

+ C compiling Otmp/caffeine_analyze .cO

o]

[
+ tmp/caffeine_analyze__nc.o

* linking
*  stripping
Application memory demand will be as follows:
initial max
Thread C stacks: 1152KB (= 9 = 128KB) 63MB (= 511 * 128KB)
Thread Java stacks: 144KB (= 9 * 16KB) 8176KB (= 511 * 16KB)
Heap Size: 2048KB 256MB
GC data: 128KB 16MB
TOTAL: 3472KB 343MB

Running the resulting application will print the amount of RAM memory that was
required during the execution:

> /caffeine_analyze

Sieve score = 58309 (98)

Loop score = 46672 (2017)
Logic score = 3931387 (0)
String score = 163 (708)

Float score = 30606 (185)
Method score = 248768 (166650)
Overall score = 48661

### Recommended heap size: 5601K (contiguous memory).

### Application used at most 3389312 bytes for reachable objects

on the Java heap

### (accuracy 1%).

Hitt

### Reserved memory is set to 10%. To obtain lower memory bounds
### or worst-case GC overhead, set reserved memory to O.

#it
### Worst case allocation overhead:
HH heapSize dynamic GC const GC work

HH# 17513K 6 3
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HHH 13455K 7 4
HH 11182K 8 4
HitH 9764K 9 4
HH#H 8780K 10 4
R 7523K 12 5
HH#H 6769K 14 5
HH#H 6246K 16 6
HitH 5879K 18 6
HiHH 5601K 20 7
A 5213K 24 8
HHH 4955K 28 9
HH#H 4777K 32 10
HH#H 4636K 36 11
HitH 4528K 40 12
HH#H 4373K 48 14
A 4266K 56 17
HH#H 4190K 64 19
HHH 4012K 96 27
HHH 3927K 128 36
HH#H 3840K 192 53
R 3801K 256 69
HHH 3762K 384 100

The memory analysis report begins with a recommended heap size and the actual
memory demand. The latter is the maximum of simultaneously reachable objects
during the entire program run. The JamaicaVM garbage collector needs more
memory than the actual memory demand to do its work. The overhead depends
on the GC mode and the amount of collection work done per allocation. In dy-
namic mode, which is the default, 20 units of collection work per allocation are
recommended, which leads to a memory overhead. Overheads for various garbage
collection work settings are shown in the table printed by the analyze mode. For
more information on heap size analysis and the Builder optoalyze |, see
Section 7.2.

6.4.2 Memory Required for Threads

To reduce memory other than the Java heap, one must reduce the stack sizes and
the number of threads that will be created for the application. This can be done in
the following ways.

6.4.2.1 Reducing Stack Sizes

The Java stack size can be reduced via ogawaStackSize  to a lower value
than the default (typically 20K). To reduce the size to faStackSize=4K
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can be used. The C stack size can be set accordinglynattiieStackSize

6.4.2.2 Disabling the Finalizer Thread

A Java application typically uses one thread that is dedicated to running the b-
nalization methodsfipalize() ) of objects that were found to be unreach-
able by the garbage collector. An application that does not allocate any such ob-
jects may not need the Pnalizer thread. The priority of the Pnalizer thread can be
adjusted through the optiotXdefineProperty=jamaica.finalizer.
pri= value Setting the priority to -1 deactivates the bnalizer thread completely.
Note that deactivating the Pnalizer thread may cause a memory leak since any
objects that have &nalize() method can no longer be reclaimed. If the
resources available on the target system do not permit the use of a Pnalizer thread,
the application may execute tlimalize() method explicitly by regularly
calling Runtime.runFinalization()

6.4.2.3 Disabling the Reference Handler Thread

In contrast to OpenJDK, the Reference Handler thread in Jamaica does not clear
and enqueue instancesjata.lang.ref.Reference . Instead, this is done
directly by the garbage collector. However, the Reference Handler is still used
in JamaicaVM since it executeteaners(sun.misc.Cleaner ), which serve
as internal bPnalizers for the implementation of some standard classes. The pri-
ority of the Reference Handler can be adjusted througtefineProperty=
jamaica.reference_handler.pri= value Setting the priority to -1 de-
activates the reference handler thread completely.

Note that the reference handler should only be deactivated for applications that
do not require the execution of cleaners, which are typically used by network and
other I/O code to free internal resources they allocate.

6.4.2.4 Disabling Time Slicing

On non-realtime systems that do not strictly respect thread priorities, Jamaica uses
one additional thread to allow time slicing between threads. On realtime systems,

this thread can be used to enforce round-robin scheduling of threads of equal

priorities.

On systems with tight memory demand, the thread required for time-slicing
can be deactivated by setting the size of the time slice to zero using the op-
tion -timeSlice=0ns . In an application that uses threads of equal priorities,
explicit calls to the method hread.yield() are required to permit thread
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switches to another thread of the same priority if the time slicing thread is dis-
abled.

The number of threads set by the optiommThreads does not include the
time slicing thread. Unlike when disabling the Pnalizer thread, which is a Java
thread, when the time slicing thread is disabled, the argumenutoThreads
should not be changed.

6.4.2.5 Disabling the Memory Reservation Thread

The memory reservation thread is a low priority thread that continuously tries to
reserve memory up to a specibed threshold. This reserved memory is used by all
other threads. As long as reserved memory is available no GC work needs to be
done. This is especially efbcient for applications that have long pause times with
little or no activity that are preempted by sudden activities that require a burst of
memory allocation.

On systems with tight memory demand, the thread required for memory reser-
vation can be deactivated by settitgservedMemory=0

6.4.2.6 Disabling Signal Handlers

The default handlers for the POSIX signals can be turned off by setting prop-
erties with the optionXdefineProperty . The POSIX signals are SIGINT,
SIGQUIT and SIGTERM. The properties are described in Section 13.5. To turn
off the signal handlers, these properties should be seti¢o : jamaica.no_
sig_int_handler , jJamaica.no_sig_quit_handler andjamaica.
no_sig_term_handler

6.4.2.7 Setting the Number of Threads

The number of threads available for the application can be set using the option
numThreads . The default setting for this option is high enough to accommodate
the background tasks discussed above. Since these tasks have been deactivated,
and no new threads are started by the application, the number of threads can be
reduced to one by using the settimumThreads=1 .

If probling information was collected and is provided via tieeProfile
option, the number of threads provided to thenThreads option is checked to
ensure itis at least the number of threads that was required during the probling run.
If not, a warning with the minimum number of threads during the probling run will
be displayed. This information can be used to adjust the number of threads to the
minimum required by the application.
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6.4.2.8 The Example Continued

Applying this to our example application, we can reduce the Java stack to 4K,
deactivate the bnalizer thread and the reference handler, set the number of threads
to 1, disable the time slicing thread and the memory reservation thread and turn
off the signal handlers:

> jamaicabuilder -cp classes -closed \
> -useProfile=CaffeineMarkEmbeddedApp.prof \
> -setLocales=none -setProtocols=none \
> -setGraphics=none -setFonts=none \
> -setTimeZones=Europe/Berlin \
> -javaStackSize=4K \
> -XdefineProperty=jamaica.finalizer.pri=-1 \
> -XdefineProperty=jamaica.reference_handler.pri=-1 \
> -numThreads=1 \
> -timeSlice=0ns -reservedMemory=0 \
> -XdefineProperty=jamaica.no_sig_int_handler=true \
> -XdefineProperty=jamaica.no_sig_quit_handler=true \
> -XdefineProperty=jamaica.no_sig_term_handler=true \
> CaffeineMarkEmbeddedApp -destination=caffeine_nolibs_js_fP_tS
Reading configuration from
Ousr/local/jamaica-8.0/target/linux-x86_64/etc/jamaica.confO...
Jamaica Builder Tool 8.0 Release 0
(User: EVALUATION USER, Expires: 2016.04.27)
Generating code for target Olinux-x86_640, optimization Ospeedd
+ tmp/PKG__V676alclf305fedal .c

[...]

+ tmp/caffeine_nolibs_js fP_tS .c

+ tmp/caffeine_nolibs_js fP_tS_.h

C compiling Otmpl/caffeine_nolibs_js_fP_tS__.cO
o]

[
+ tmp/caffeine_nolibs_js fP_tS nc.o

*

* linking
*  stripping
Application memory demand will be as follows:
initial max
Thread C stacks: 128KB (= 1 =+ 128KB) 63MB (= 511 = 128KB)
Thread Java stacks: 4096B (= 1 *4096B ) 2044KB (= 511 *4096B )
Heap Size: 2048KB 256MB
GC data: 128KB 16MB
TOTAL: 2308KB 337MB

> |s -sk caffeine_nolibs_js fP_tS
5620 caffeine_nolibs_js fP_tS

The additional options have little effect on the application size itself compared to
the earlier version. However, the RAM allocated by the application was reduced
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signibcantly.

6.4.3 Memory Required for Line Numbers

An important advantage of programming in the Java language are the accurate er-
ror messages. Runtime exceptions contain a complete stack trace with line number
information on where the problem occurred. This information, however, needs to
be stored in the application and be available at runtime.

After the debugging of an application is Pnished, the memory demand of an
application may be further reduced by removing this information. The Builder
optionXignoreLineNumbers  can be set to suppress it. Continuing the exam-
ple from the previous section, we can further reduce the RAM demand by setting
this option:

> jamaicabuilder -cp classes -closed \
>  -useProfile=CaffeineMarkEmbeddedApp.prof \
>  -setLocales=none -setProtocols=none -setGraphics=none \
> -setFonts=none -setTimeZones=Europe/Berlin \
>  -javaStackSize=4K \
>  -XdefineProperty=jamaica.finalizer.pri=-1 \
>  -XdefineProperty=jamaica.reference_handler.pri=-1 \
> -numThreads=1 \
> -timeSlice=0ns -reservedMemory=0 \
>  -XdefineProperty=jamaica.no_sig_int_handler=true \
>  -XdefineProperty=jamaica.no_sig_quit_handler=true \
>  -XdefineProperty=jamaica.no_sig_term_handler=true \
> CaffeineMarkEmbeddedApp -XignoreLineNumbers \
-destination=caffeine_nolibs_js_fP_tS nL
Reading configuration from
Ousr/localljamaica-8.0/target/linux-x86_64/etc/jamaica.confO...
Jamaica Builder Tool 8.0 Release 0
(User: EVALUATION USER, Expires: 2016.04.27)
Generating code for target Olinux-x86_640, optimization Ospeedd
+ tmp/PKG__V676alclf305fedal .c

[...]

+ tmp/caffeine_nolibs_js fP_tS nL_ .c

+ tmp/caffeine_nolibs_js fP_tS nL__.h

* C compiling Otmpl/caffeine_nolibs_js_fP_tS nL__.cO

o]

[
+ tmp/caffeine_nolibs_js fP_tS nL_ nc.o

\

* linking
* stripping
Application memory demand will be as follows:
initial max
Thread C stacks: 128KB (= 1 * 128KB) 63MB (= 511 » 128KB)

Thread Java stacks: 4096B (= 1 *4096B ) 2044KB (= 511 *4096B )
Heap Size: 2048KB 256MB
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GC data: 128KB 16MB
TOTAL: 2308KB 337MB

The size of the executable has shrunk since line number information is no longer
present:

> |s -sk caffeine_nolibs_js_fP_tS_nL
5032 caffeine_nolibs_js fP_tS nL

By inspecting the Builder output, we see that the initial memory demand reported
by the Builder was not reduced. The actual memory demand may be checked
by repeating the build with the additional optieanalyze=1 and running the
obtained executable:

> /caffeine_analyze nolibs_js_fP_tS nL
Sieve score = 58448 (98)

Loop score = 45291 (2017)
Logic score = 3888614 (0)
String score = 162 (708)
Float score =

Method score
Overall score

27996 (185)
= 250017 (166650)

= 47627

### Recommended heap size: 2032K (contiguous memory).

### Application used at most 1437344 bytes for reachable objects
on the Java heap

### (accuracy 1%,).

HitH

### Worst case allocation overhead:

HH heapSize dynamic GC const GC work
i 4857K 6 3
HtH 4057K 7 4
HtH 3545K 8 4
HitH 3198K 9 4
Hit#H 2943K 10 4
Hit# 2600K 12 5
#it# 2384K 14 5
HtH 2228K 16 6
HitH 2118K 18 6
Hit#H 2032K 20 7
it 1910K 24 8
HHH 1828K 28 9
HHtH 1771K 32 10
HitH 1725K 36 11
HitH 1690K 40 12
HitH 1638K 48 14

HH# 1603K 56 17
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HHH 1578K 64 19
HitH 1518K 96 27
HHH 1489K 128 36
HH#H 1460K 192 53
R 1446K 256 69
HH#H 1433K 384 100

The actual memory demand was reduced to about one third compared to Sec-
tion 6.4.1. The score in analyze mode is signibPcantly lower than the one of the
production version. To conclude the example we verify that the score of the latter
has not gone down as a result of the memory optimizations:

> ./caffeine_nolibs_js_fP_tS_nL
Sieve score = 178766 (98)

Loop score = 346242 (2017)
Logic score = 3912866 (0)
String score = 6601 (708)

Float score = 119140 (185)
Method score = 251342 (166650)
Overall score = 190552
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Chapter 7

Memory Management
ConpPguration

JamaicaVM provides the only efbcient hard-realtime garbage collector available

for Java implementations on the market today. This chapter will brst explain how

this garbage collection technology can be used to obtain the best results for ap-
plications that have soft-realtime requirements before explaining the more bne-
grained tuning required for realtime applications.

7.1 Conbguration for soft-realtime applications

For most non-realtime applications, the default memory management settings of
JamaicaVM perform well: The heap size is set to a small starting size and is

extended up to a maximum size automatically whenever the heap is not sufpcient
or the garbage collection work becomes too high. However, in some situations,

some specibc settings may help to improve the performance of a soft-realtime
application.

7.1.1 Initial heap size

The defaultinitial heap size is a small value. The heap size is increased on demand
when the application exceeds the available memory or the garbage collection work
required to collect memory in this small heap becomes too high. This means that
an application that on startup requires signibcantly more memory than the initial
heap size will see its startup time increased by repeated incremental heap size
expansion.

The obvious solution here is to set the initial heap size to a value large enough
for the application to start. The Jamaica Builder optimapSize (see Chap-

79
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ter 14) and the virtual machine optiofmssizecan be employed to set a higher
size.

Starting off with a larger initial heap not only prevents the overhead of in-
cremental heap expansion, but it also reduces the garbage collection work during
startup. This is because the garbage collector determines the amount of garbage
collection work from the amount of free memory, and with a larger initial heap,
the initial amount of free memory is larger.

7.1.2 Maximum heap size

The maximum heap size specibed via Builder optiaxHeapSize (see Chap-

ter 14) and the virtual machine optigimxshould be set to the maximum amount

of memory on the target system that should be available to the Java application.
Setting this option has no direct impact on the performance of the application as
long as the applicationOs memory demand does not come close to this limit. If
the maximum heap size is not sufbcient, the application will receiv@wdf-
MemoryError at runtime.

However, it may make sense to set the initial heap size to the same value as
the maximum heap size whenever the initial heap demand of the application is of
no importance for the remaining system. Setting initial heap size and maximum
heap size to the same value has two main consequences. First, as has been seen
in Section 7.1.1 above, setting the initial heap size to a higher value avoids the
overhead of dynamically expanding the heap and reduces the amount of garbage
collection work during startup. Second, JamaicavVMOs memory management code
contains some optimizations that are only applicable to a non-increasing heap
memory space, so overall memory management overhead will be reduced if the
same value is chosen for the initial and the maximum heap size.

7.1.3 Finalizer thread priority

Before the memory used by an object that hdmalize method can be re-
claimed, thisfinalize method needs to be executed. A dedicated thread, the
FinalizerThread executes thesknalize methods and otherwise sleeps
waiting for the garbage collector to Pnd objects to be bnalized.

In order to prevent the system from running out of memoryRinalizer-
Thread must receive sufbcient CPU time. Its default priority is therefore set to
8. Consequently, any thread with a lower priority will be preempted whenever an
object is found to require Pnalization.

Selecting a lower bnalizer thread priority may cause the Pnalizer thread to
starve if a higher priority thread does not yield the CPU for a longer period of
time. However, if it can be guaranteed that the Pnalizer thread will not starve,
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system performance may be improved by running the bnalizer thread at a lower
priority. Then, a higher priority thread that performs memory allocation will not
be preempted by bnalizer thread execution.

This priority can be set to a different value using the Java propertgica.
finalizer.pri . Inan application that has sufpcient idle CPU time in between
activities of higher priority threads, a Pnalizer priority lower than the priority of
these threads is sufpcient.

7.1.4 Reference Handler thread priority

The Reference Handler thread is used to free memory allocated outside the gar-
bage collected heap. Such memory is allocated whestt buffers are created.
Unlike OpenJDK, JamaicaOs Reference Handler thread does not clear or enqueue
instances ofava.lang.ref.Reference ; this task is performed by the gar-
bage collector directly.

Direct buffers are used by Java for efpcient native 1/0. They are allocated
by the allocateDirect() factory methods oByteBuffer  and the other
subclasses ghva.nio.Buffer . They are also used be the various channel
implementations provided by New 1/O, such as socket and ble channels.

To free such native resources, the Reference Handler thread must receive suf-
pcient CPU time. Its default priority is therefore set to 10. Consequently, any
thread with a lower priority will be preempted whenever a native resource needs
to be released.

Selecting a lower Reference Handler thread priority may cause this thread to
starve if a higher priority thread does not yield the CPU for a longer period of time.
Selecting a lower priority, however, may reduce jitter in higher priority threads
since the Reference Handler will no longer preempt those threads to release native
resources.

This priority can be set to a different value using the prop@tgaica.
reference_handler.pri . In an application that has sufpcient idle CPU
time in between activities of higher priority threads, a Reference Handler priority
lower than the priority of these threads is sufbcient.

7.1.5 Reserved memory

JamaicaVMOs default behavior is to perform garbage collection work at memory
allocation time. This ensures a fair accounting of the garbage collection work:
Those threads with the highest allocation rate will perform correspondingly more
garbage collection work.

However, this approach may slow down threads that run only occasionally and
perform some allocation bursts, e.g., changing the input mask or opening a new
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window in a graphical user interface.

To avoid penalizing these time-critical tasks by allocation work, JamaicaVM
uses a low priority memory reservation thread that runs to pre-allocate a given
percentage of the heap memory. This reserved memory can then be allocated
by any allocation bursts without the need to perform garbage collection work.
Consequently, an application with bursts of allocation activity with sufpcient idle
time between these bursts will see an improved performance.

The maximum amount of memory that will be reserved by the memory reser-
vation thread is given as a percentage of the total memory. The default value for
this percentage is 10%. It can be set via the Builder optimservedMemory
and-reservedMemoryFromEnv , or for the virtual machine via the environ-
ment variableJAMAICAVM_RESERVEDMEMORY

An allocation burst that exceeds the amount of reserved memory will have to
fall back to perform garbage collection work as soon as the amount of reserved
memory is exceeded. This may occur if the maximum amount of reserved memory
is less than the memory allocated during the burst or if there is too little idle time
in between consecutive bursts such as when the reservation thread cannot catch
up and reserve the maximum amount of memory.

For an application that cannot guarantee sufbcient idle time for the memory
reservation thread, the amount of reserved memory should not be set to a high per-
centage. Higher values will increase the worst case garbage collection work that
will have to be performed on an allocation, since after the reserved memory was
allocated, there is less memory remaining to perform sufpcient garbage collection
work to reclaim memory before the free memory is exhausted.

A realtime application without allocation bursts and sufpcient idle time should
therefore run with the maximum amount of reserved memory %o

The priority default of the memory reservation thread is the Java pridrity
with the scheduler instructed to give preference to other Java threads that run
at priority 1 (i.e., with a priority micro adjustment ofl ). The priority can
be changed by setting the Java propg¢atyaica.reservation_thread
priority to an integer value larger than or equaltdf set, the memory reser-
vation thread will run at the given Java priority. A value(Wwill result at a Java
priority 1 with micro adjustmentl , i.e., the scheduler will give preference to
other threads running at priority.

7.1.6 Stop-the-world Garbage Collection

For applications that do not have any realtime constraints, but that require the
best average time performance, JamaicaVMOs Builder provides options to disable
realtime garbage collection, and to use a stop-the-world garbage collector instead.
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In stop-the-world mode, no garbage collection work will be performed un-
til the system runs out of free memory. Then, all threads that perform memory
allocation will be stopped to perform garbage collection work until a complete
garbage collection cycle is Pnished and memory was reclaimed. Any thread that
does not perform memory allocation may, however, continue execution even while
the stop-the-world garbage collector is running.

The Builder optionstopTheWorldGC enables the stop-the-world garbage
collector. Alternatively, the Builder optiorconstGCwork=-1  may be used,
or -constGCworkFromEnv= var with the environment variablear set to-1 .

JamaicaVM additionally provides an atomic garbage collector that requires
stopping of all threads of the Java application during a stop-the-world garbage
collection cycle. This has the disadvantage that even threads that do not allocate
heap memory will have to be stopped during the GC cycle. However, it avoids
the need to track heap modibcations performed by threads running parallel to the
garbage collector (so called write-barrier code). The result is a slightly increased
performance of compiled code.

Specifying the Builder optioratomicGC enables the atomic garbage col-
lector. Alternatively, the Builder optiorconstGCwork=-2  may be used, or
specify-constGCworkFromEnv= var with the environment variablear set to
2.

Please note that memory reservation should be disabled when stop-the-world
or atomic GC is used.

7.1.7 Recommendations

In summary, to obtain the best performance in your soft-realtime application, fol-
low the following recommendations.

¥ Setinitial heap size as large as possible.
¥ Setinitial heap size and maximum heap size to the same value if possible.

¥ Set the Pnalizer thread priority to a low value if your system has enough
idle time.

¥ If your application uses allocation bursts with sufbcient CPU idle time in
between two allocation bursts, set the amount of reserved memory to bt
with the largest allocation burst.

¥ If your application does not have idle time with intermittent allocation bursts,
set the amount of reserved memoryO&h
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¥ Enable memory reservation if your system has idle time that can be used for
garbage collection.

7.2 Conbguration for hard-realtime applications

For predictable execution of memory allocation, more care is needed when select-
ing memory related options. No dynamic heap size increments should be used if
the break introduced by the heap size expansion can harm the realtime guarantees
required by the application. Also, the heap size must be set such that the implied
garbage collection work is tolerable.

The memory analyzer tool is used to determine the garbage collector settings
during a runtime measurement. Together with tfleowNumberOfBlocks
command line option of the Builder tool, they permit an accurate prediction of
the time required for each memory allocation. The following sections explain the
required conbguration of the system.

7.2.1 Usage of the Memory Analyzer tool

The Memory Analyzer is a tool for bne tuning an applicationOs memory require-
ments and the realtime guarantees that can be given when allocating objects within
Java code running on the Jamaica Virtual Machine.

The Memory Analyzer is integrated into the Builder tool. It can be activated
by setting the command line optieanalyze= accuracy

Using the Memory Analyzer Tool is a three-step process: First, an application
is built using the Memory Analyzer. The resulting executable pPle can then be ex-
ecuted to determine its memory requirements. Finally, the result of the execution
can be used to bPne tune the Pnal version of the application.

7.2.2 Measuring an applicationOs memory requirements

As an example, we will build the HelloWorld example application that was pre-
sented in Section 2.4. By providing the optiesnalyze to the Builder and
giving the required accuracy of the analysis in percent, the built application will
run in analysis mode to the specibed accuracy. In this example, we use an accu-
racy of 5%:

> jamaicabuilder -cp classes -interpret -analyze=5 HellowWorld
Reading configuration from
Ousr/localljamaica-8.0/target/linux-x86_64/etc/jamaica.confO...
Jamaica Builder Tool 8.0 Release 0

(User: EVALUATION USER, Expires: 2016.04.27)
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Generating code for target Olinux-x86_640, optimization Ospeedd
tmp/HelloWorld__.c

+ tmp/HelloWorld__.h

* C compiling Otmp/Helloworld__.cO

+ tmp/HelloWorld__nc.o

+

* linking
* stripping
Application memory demand will be as follows:
initial max
Thread C stacks: 1152KB (= 9 = 128KB) 63MB (= 511 * 128KB)
Thread Java stacks: 144KB (= 9 * 16KB) 8176KB (= 511 * 16KB)
Heap Size: 2048KB 256MB
GC data: 128KB 16MB
TOTAL: 3472KB 343MB

The build process is performed exactly as it would be without dmalyze
option, except that the garbage collector is told to measure the applicationOs mem-
ory usage with the given accuracy. The result of this measurement is printed to
the console after execution of the application:

> /HelloWorld
Hello World!
Hello World!
Hello World!
Hello World!
Hello World!
Hello World!

[..]

### Recommended heap size: 5556K (contiguous memory).

### Application used at most 3362144 bytes for reachable objects

on the Java heap

### (accuracy 5%).

HitH

### Reserved memory is set to 10%. To obtain lower memory bounds
### or worst-case GC overhead, set reserved memory to 0.

HtH

### Worst case allocation overhead:

it heapSize dynamic GC const GC work
#Hit# 17373K 6 3
Hit# 13347K 7 4
Ht 11093K 8 4
HitH 9686K 9 4
HHH# 8710K 10 4
HHH 7463K 12 5
HitH 6715K 14 5
Ht 6195K 16 6
HtH 5832K 18 6
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HH#H 5556K 20 7
HiH 5171K 24 8
HHH 4916K 28 9
HHH 4738K 32 10
BT 4599K 36 11
HH# 4492K 40 12
HH#H 4338K 48 14
HHH 4232K 56 17
HHH 4157K 64 19
BT 3980K 96 27
HHH 3895K 128 36
HH#H 3809K 192 53
HH 3770K 256 69
HHH 3732K 384 100

The output consists of the maximum heap memory demand plus a table of possible
heap sizes and their allocation overheads for both dynamic and constant garbage
collection work. We brst consider dynamic garbage collection work, since this is
the default.

In this example, the application uses a maximum of 3362144 bytes of memory
for the Java heap. The specibed accuracy of 5% means that the actual memory
usage of the application will be up to 5% less than the measured value, but not
higher. JamaicaVM uses the Java heap to store all dynamic data structures internal
to the virtual machine (as Java stacks, classes, etc.), which explains the relatively
high memory demand for this small application.

7.2.3 Fine tuning the bnal executable application

In addition to printing the measured memory requirements of the application, in
analyze mode Jamaica also prints a table of possible heap sizes and corresponding
worst case allocation overheads. The worst case allocation overhead is given in
units of garbage collection work that are needed to allocate one block of memory
(typically 32 bytes). The amount of time in which these units of garbage collection
work can be done is platform dependent. For example, on the PowerPC processor,
a unit corresponds to the execution of about 160 machine instructions.

From this table, we can choose the minimum heap size that corresponds to
the desired worst case execution time for the allocation of one block of memory.
A heap size of 5556K corresponds to a worst case of 20 units of garbage col-
lection work (3200 machine instructions on the PowerPC) per block allocation,
while a smaller heap size of, for example, 4492K can only guarantee a worst case
execution time of 40 units of garbage collection work (that is, 6400 PowerPC-
instructions) per block allocation.
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If we Pnd that for our application 14 units of garbage collection work per
allocation is sufpcient to satisfy all realtime requirements, we can build the Pnal
application using a heap of 6715K:

> jamaicabuilder -cp classes -interpret \

>  -heapSize=6715K -maxHeapSize=6715K Helloworld
Reading configuration from

Ousr/localljamaica-8.0/target/linux-x86_64/etc/jamaica.confO...

Jamaica Builder Tool 8.0 Release 0

(User: EVALUATION USER, Expires: 2016.04.27)
Generating code for target Olinux-x86_640, optimization Ospeedd
+ tmp/HelloWorld__.c

tmp/HelloWorld__.h

* C compiling Otmp/HelloWorld__.cO

+ tmp/HelloWorld__nc.o

+

* linking
* stripping
Application memory demand will be as follows:
initial max
Thread C stacks: 1152KB (= 9 » 128KB) 63MB (= 511 * 128KB)
Thread Java stacks: 144KB (= 9 * 16KB) 8176KB (= 511 * 16KB)
Heap Size: 6715KB 6715KB
GC data: 419KB 419KB
TOTAL: 8430KB 78MB

Note that both optionsheapSize and maxHeapSize , are set to the same
value. This creates an application that has the same initial heap size and maxi-
mum heap size, i.e., the heap size is not increased dynamically. This is required
to ensure that the maximum of 14 units of garbage collection work per unit of
allocation is respected during the whole execution of the application. With a dy-
namically growing heap size, an allocation that happens to require increasing the
heap size will otherwise be blocked until the heap size is increased sufbciently.

The resulting application will now run with the minimum amount of memory
that guarantees the selected worst case execution time for memory allocation. The
actual amount of garbage collection work that is performed is determined dynam-
ically depending on the current state of the application (including, for example,
its memory usage) and will in most cases be signibcantly lower than the described
worst case behavior, so that on average an allocation is signibcantly cheaper than
the worst case allocation cost.

7.2.4 Constant Garbage Collection Work

For applications that require best worst case execution times, where average case
execution time is less important, Jamaica also provides the option to statically
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select the amount of garbage collection work. This forces the given amount of
garbage collection work to be performed at any allocation, without regard to the
current state of the application. The advantage of this static mode is that worst case
execution times are lower than using dynamic determination of garbage collection
work. The disadvantage is that any allocation requires this worst case amount of
garbage collection work.

The output generated using the optiamalyze also shows possible values
for the constant garbage collection option. A unit of garbage collection work is the
same as in the dynamic case N about 160 machine instructions on the PowerPC
processor.

Similarly, if we want to give the same guarantee of 14 units of work for
the worst case execution time of the allocation of a block of memory with con-
stant garbage collection work, a heap size of 4338K bytes is sufpcient. To in-
form the Builder that constant garbage collection work should be used, the op-
tion -constGCwork and the number of units of work should be speciped when
building the application:

> jamaicabuilder -cp classes -interpret -heapSize=4338K \
> -maxHeapSize=4338K -constGCwork=14 Helloworld
Reading configuration from
Ousr/local/jamaica-8.0/target/linux-x86_64/etc/jamaica.confO...
Jamaica Builder Tool 8.0 Release 0

(User: EVALUATION USER, Expires: 2016.04.27)
Generating code for target Olinux-x86_640, optimization Ospeedd
+ tmp/HelloWorld__.c

+ tmp/HelloWorld__.h

« C compiling Otmp/Helloworld__.cO

+ tmp/HelloWorld__nc.o

* linking
* stripping
Application memory demand will be as follows:
initial max
Thread C stacks: 1152KB (= 9 * 128KB) 63MB (= 511 * 128KB)
Thread Java stacks: 144KB (= 9 * 16KB) 8176KB (= 511 * 16KB)
Heap Size: 4338KB 4338KB
GC data: 271KB 271KB
TOTAL: 5905KB 76MB

7.2.5 Comparing dynamic mode and constant GC work mode

Which option you should choose (dynamic mode or constant garbage collection)
depends strongly on the kind of application. If worst case execution time and low
jitter are the most important criteria, constant garbage collection work will usu-

ally provide the better performance with smaller heap sizes. But if average case
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execution time is also an issue, dynamic mode will typically give better overall
throughput, even though for equal heap sizes the guaranteed worst case execution
time is longer with dynamic mode than with constant garbage collection work.
Gradual degradation may also be important. Dynamic mode and constant gar-
bage collection work differ signipcantly when the application does not stay within
the memory bounds that were Pxed when the application was built.
There are a number of reasons an application might be using more memory:

¥ The application input data might be bigger than originally anticipated.

¥ The application was built with an incorrect or outdatbééapSize argu-
ment.

¥ A bug in the application may be causing a memory leak and gradual use of
more memory than expected.

Whatever the reason, it may be important in some environments to understand
the behavior of memory management in the case the application exceeds the as-
sumed heap usage.

In dynamic mode, the worst-case execution time for an allocation can no
longer be guaranteed as soon as the application uses more memory. But as long
as the excess heap used stays small, the worst-case execution time will increase
only slightly. This means that the original worst-case execution time may not be
exceeded at all or only by a small amount. However, the garbage collector will
still work properly and recycle enough memory to keep the application running.

If the constant garbage collection work option is chosen, the amount of garbage-
collection work will not increase even if the application uses more memory than
originally anticipated. Allocations will still be made within the same worst-case
execution time. Instead, the collector cannot give a guarantee that it will recycle
memory fast enough. This means that the application may fail abruptly with an
out-of-memory error. Static mode does not provide graceful degradation of per-
formance in this case, but may cause abrupt failure even if the application exceeds
the expected memory requirements only slightly.

7.2.6 Determination of the worst case execution time of an al-
location

As we have just seen, the worst case execution time of an allocation depends on the
amount of garbage collection work that has to be performed for the allocation. The
conbguration of the heap as shown above gives a worst case number of garbage
collection work units that need to be performed for the allocation of one block of



90 CHAPTER 7. MEMORY MANAGEMENT CONFIGURATION

memory. In order to determine the actual time an allocation might take in the worst
case, it is also necessary to know the number of blocks that will be allocated and
the platform dependent worst case execution time of one unit of garbage collection
work.

For an allocation statemeft we get the following equation to calculate the
worst case-execution time:

wcelS) = numblock$S) amax-gc-unitsawcet-of-gc-unit
Where

¥ wcel(S) is the worst case execution time of the allocation
¥ numblock$S) gives the number of blocks that need to be allocated

¥ max-gc-units is the maximum number of garbage collection units that need
to be performed for the allocation of one block

¥ wecet-of-gc-unit is the platform dependent worst case execution time of a
single unit of garbage collection work.

7.2.7 Examples

Imagine that we want to determine the worst-case execution time (wcet) of an
allocation of a StringBuffer object, as was done in the HelloWorld.java exam-

ple shown above. If this example was built with the dynamic garbage collection
option and a heap size of 443K bytes, we get

max-gc-units= 14

as has been shown above. If our target platform gives a worst case execution time
for one unit of garbage collection work &f6us, we have

wcet-of-gc-unit= 1.6us

We use theshowNumberOfBlocks = command line option to Pnd the number

of blocks required for the allocation of a java.lang.StringBuffer object. Actually
this option shows the number of blocks for all classes used by the application even
when for this example we are only interested in the mentioned class.

> jamaicabuilder -cp classes -showNumberOfBlocks HelloWorld

[.]
javal/lang/String$CIO 1
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java/lang/String$GetBytesCacheEntry 1
javal/lang/String$WeakSet 1
java/lang/StringBuffer 2
java/lang/StringBuilder 2
javal/lang/StringCoding 1
java/lang/StringCoding$1 1
java/lang/StringCoding$StringDecoder 1

[...]

A StringBuffer object requires two blocks of memory, so that
numblockgnew StringBuffer() )=2
and the total worst case-execution time of the allocation becomes
wceinew StringBuffer() ) =2 41441.6ps = 44.8us

Had we used the constant garbage collection option with the same heap size, the
amount of garbage collection work on an allocation of one block could have been
Pxed at 6 units. In that case the worst case execution time of the allocation be-
comes

WcetonstgCworkNeW StringBuffer() ) =2 46 4l.6us = 19.2us
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Chapter 8

Debugging Support

Jamaica supports the debugging facilities of integrated development environments
(IDEs) such as Eclipse and Netbeans. These are popular IDEs for the Java plat-
form. Debugging is possible on instances of the JamaicaVM running on the host
platform, as well as for applications built with Jamaica, which run on an embed-
ded device. The latter requires that the device provides network access.

In this chapter, it is shown how to set up the IDE debugging facilities with
Jamaica. A reference section towards the end briel3y explains the underlying tech-
nology (JPDA) and the supported options.

8.1 Enabling the Debugger Agent

While debugging the IDEOs debugger needs to connect to the virtual machine or
the running application in order to inspect the VMOs state, set breakpoints, start
and stop execution and so forth. Jamaica contains a communication agent, which
must be either enabled (for the VM) or built into the application. This is done
through theagentlib  option.

> jamaicavm -agentlib:BuiltinAgent=transport=dt_socket, \
>  address=localhost:4000,server=y,suspend=y HelloWorld

launches JamaicaVM with debug support enabledHelitbWorld  as the main
class. The VM listens on port 4000 lacalhost . The VM is suspended and
waits for the debugger to connect. It then executes normally until a breakpoint is
reached.

In order to build debugging support into an application, the Builder option
-agentlib=BuiltinAgent ... Should be used. If the application is to be de-
bugged on an (embedded) devitmgalhost  must be replaced by the network
address of the device.
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8.2 Conbguring the IDE to Connect to Jamaica

Before being able to debug a project, the code needs to compile and basically run.
Before starting a debugging session, the debugger must be conbgured to connect
to the VM by specifying the VMOs host address and port. Normally, this is done
by setting up alebug conbguration

In Eclipse 3.5, for example, select the menu item

Run > Debug Configurations...

In the list of available items presented on the left side of the dialog window (see
Fig. 8.1), choose a new conbguration for a remote Java application, then

¥ conbgure the debugger to connect to the VM by choosing connection type
socket attacland

¥ enter the VMOs network address and port as the connection propesties
andport.

Clicking onDebug attaches the debugger to the VM and starts the debugging ses-
sion. If the VMOs communication agent is set to suspending the VM before loading
the main class, the application will only run after instructed to do so through the
debugger via commands from tRein menu. In Eclipse, breakpoints may be set
conveniently by double-clicking in the left margin of the source code.

For instructions on debugging, the documentation of the used debugger should
be consulted N in Eclipse, for example, though tHelp menu.

The Jamaica Eclipse Plug-In (see Chapter 4) provides the required setup for
debugging with the JamaicaVM on the host system automatically. It is sufpcient
to select Jamaica as the Java Runtime Environment of the project.

8.3 Reference Information

Jamaica supports the Java Platform Debugger Architecture (JPDA). Debugging is
possible with IDEs that support the JPDA. Tab. 8.1 shows the debugging options
accepted by JamaicaOs communication agent. The Jamaica Debugging Interface
has the following limitations:

¥ Local variables of compiled methods cannot be examined
¥ Stepping through a compiled method is not supported
¥ Setting a breakpoint in a compiled method will silently be ignored

¥ Notibcation on beld access/modibcation is not available
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Debug Configurations
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Create, manage, and run configurations

Attach to a Java virtual machine accepting debug connections
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& Eclipse Application
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Project:
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Host: | device.sample.com

Port: | 8000

[ Allow termination of remote VM

| Apply

[ Revert |

@

( Close

| Debug |

Figure 8.1: Setting up a remote debugging connection in Eclipse 3.5
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| Syntax | Description |

transport=dt_socket The only supported transport protocol|is
dt_socket

address=[ host] port Transport address for the connection.

server=y|n If y, listen for a debugger application to
attach; otherwise, attach to the debugger
application at the specibed address.

suspend=y|n If y, suspend this VM until connected to
the debugger.

Table 8.1: Arguments of JamaicaOs communication agent

¥ Information about java monitors cannot be retrieved

The Java Platform Debugger Architecture (JPDA) consists of three interfaces
designed for use by debuggers in development environments for desktop systems.
The Java Virtual Machine Tools Interface (JVMTI) dePnes the services a VM must
provide for debugging.The Java Debug Wire Protocol (JDWP) debnes the format
of information and requests transferred between the process being debugged and
the debugger front end, which implements the Java Debug Interface (JDI). The
Java Debug Interface debnes information and requests at the user code level.

A JPDA Transport is a method of communication between a debugger and
the virtual machine that is being debugged. The communication is connection
oriented N one side acts as a server, listening for a connection. The other side acts
as a client and connects to the server. JPDA allows either the debugger application
or the target VM to act as the server. The transport implementations of Jamaica
allows communications between processes running on different machines.

1The JVMTI is a replacement for the Java Virtual Machine Debug Interface (JVMDI) which
has been deprecated.
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The Real-Time Specibcation for
Java

JamaicaVM supports the Real-Time Specibcation for Java V1.0.2 (RTSJ), see
[2]. The specibcation is available fattp://www.rtsj.org . The API doc-
umentation of the JamaicaVM implementation is available onlinats:
Ilwww.aicas.com/cms/reference-material and is included in the

API documentation of the Jamaica class library:

jamaica-homéloc/jamaica_api/index.html

The RTSJ resides in packagax.realtime . It is generally recommended

that you refer to the RTSJ documentation provided by aicas since it contains a
detailed description of the behavior of the RTSJ functions and includes specibc
comments on the behavior of JamaicaVM at places left open by the specibcation.

9.1 Realtime programming with the RTSJ

The aim of the Real-Time Specibcation for Java (RTSJ) is to extend the Java
language dePnition and the Java standard libraries to support realtime threads, i.e.,
threads whose execution conforms to certain timing constraints. Nevertheless,
the specibcation is compatible with different Java environments and backwards
compatible with existing non-realtime Java applications.

The most important improvements of the RTSJ affect the following seven ar-
eas:

¥ thread scheduling,

¥ memory management,
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¥ synchronization,

¥ asynchronous events,

¥ asynchronous Bow of control,
¥ thread termination, and

¥ physical memory access.

With this, the RTSJ also covers areas that are not directly related to realtime appli-
cations. However, these areas are of great importance to many embedded realtime
applications such as direct access to physical memory (e.g., memory mapped I/O)
or asynchronous mechanisms.

9.1.1 Thread Scheduling

To enable the development of realtime software in an environment with a gar-
bage collector that stops the execution of application threads in an unpredictable
way, new thread classé&altimeThread andNoHeapRealtimeThread

are debned. These thread types are unaffected or at least less heavily affected by
garbage collection activity. Also, at least 28 new priority levels, logically higher
than the priority of the garbage collector, are available for these threads.

9.1.2 Memory Management

In order for realtime threads not to be affected by garbage collector activity, they
need to use memory areas that are not under the control of the garbage collector.
New memory classeédmmortalMemory andScopedMemory, provide these
memory areas. One important consequence of the use of special memory areas
is, of course, that the advantages of dynamic memory management are not fully
available to realtime threads.

9.1.3 Synchronization

In realtime systems with threads of different priority levels, priority inversion sit-
uations must be avoided. Priority inversion occurs when a thread of high priority
is blocked by waiting for a monitor that is owned by a thread of a lower priority.
The RTSJ provides the alternatives priority inheritance and the priority ceiling
protocol to avoid priority inversion.
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9.1.4 Example

The RTSJ offers powerful features that enable the development of realtime appli-
cations. The following program shows how the RTSJ can be used in practice.

import javax.realtime. *;

| **
* Demo of a periodic thread in Java
*/
public class HelloRT
{
public static void main(String[] args)
{
[ * priority for new thread: min+10 * [
int pri =
PriorityScheduler.instance().getMinPriority() + 10;
PriorityParameters prip = new PriorityParameters(pri);

/* period: 20ms  */
RelativeTime period =
new RelativeTime(20 / * ms*/, 0/ * ns x/);

/ = release parameters for periodic thread */
PeriodicParameters perp =
new PeriodicParameters(null, period, null, null, null, null);

/ = create periodic thread * [
RealtimeThread rt = new RealtimeThread(prip, perp)
{
public void run()
{
int n = 1;
while (waitForNextPeriod() && (n < 100))
{
System.out.printin("Hello " + n);
n++;
}
}
h
/= start periodic thread * [
rt.start();

}
}
In this example, a periodic thread is created. This thread becomes active every
20ms and writes output onto the standard consolReAltimeThread is used
to implement this task. The priority and the length of the period of this peri-
odic thread need to be provided. A calM@itForNextPeriod() causes the
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thread to wait after the completion of one activation for the start of the next period.
An introduction to the RTSJ with numerous further examples is given in the book
by Peter Dibble [3].

The RTSJ provides a solution for realtime programming, but it also brings new
difbculties to the developer. The most important consequence is that applications
have to be split strictly into two parts: a realtime and a non-realtime part. The
communication between these parts is heavily restricted: realtime threads cannot
perform memory operations such as the allocation of objects on the normal heap
which is under the control of the garbage collector. Synchronization between
realtime and non-realtime threads is heavily restricted since it can cause realtime
threads to be blocked by the garbage collector.

9.2 Realtime Garbage Collection

In JamaicaVM, a system that supports realtime garbage collection, this strict sep-
aration into realtime and non-realtime threads is not necessary. The strict splitting
of an application is consequently not required. Threads are activated depending
only on their priorities.

The realtime garbage collector performs its work predictably within the appli-
cation threads. It is activated when memory is allocated. The work done on an
allocation must be preemptible, so that more urgent threads can become active.

The implementation of a realtime garbage collector must solve a number of
technical challenges. Garbage collector activity must be performed in very small
single increments of work. In JamaicaVM, one increment consists of garbage
collecting only 32 bytes of memory. On every allocation, the allocating thread
OpaysO for the memory by performing a small number of these increments. The
number of increments can be analyzed, such that this is possible even in realtime
code.

The RTSJ provides a powerful extension to the Java specibcation. Its full
power, however, is achieved only by the combination with a realtime garbage
collector that helps to overcome its restrictions.

9.3 Relaxations in JamaicaVM

Because JamaicaVM uses a realtime garbage collector, the limitations that the
Real-Time Specibcation for Java imposes on realtime programming are not im-
posed on realtime applications developed for JamaicaVM. The limitations that are
relaxed in JamaicaVM affect the use of memory areas, thread priorities, runtime
checks and static initializers.
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9.3.1 Use of Memory Areas

Because JamaicaVMOs realtime garbage collector does not interrupt application
threads, it is unnecessary for objects of cl&saltimeThread or even of
NoHeapRealtimeThread to run in their own memory area not under the con-

trol of the garbage collector. Instead, any thread can use and access the normal
garbage collected heap.

Nevertheless, any thread can make use of the new memory areas such as
LTMemory or ImmortalMemory if the application developer wishes to do so.
Since these memory classes are not controlled by the garbage collector, alloca-
tions do not require garbage collector activity and may be faster or more pre-
dictable than allocations on the normal heap. However, great care is required in
these memory areas to avoid memory leaks, since temporary objects allocated in
scoped or immortal memory will not be reclaimed automatically.

9.3.2 Thread Priorities

In JamaicaVM,RealtimeThread , NoHeapRealtimeThread and normal
Thread objects all share the same priority range. The lowest possible thread
priority for all of these threads iMIN_PRIORITY which is debPned in pack-
agejava.lang , classThread . The the highest possible priority may be ob-
tained by queryingnstance().getMaxPriority() in packaggavax.
realtime , classPriorityScheduler

9.3.3 Runtime checks for NoHeapRealtimeThread

EvenNoHeapRealtimeThread  objects will be exempt from interruption by
garbage collector activities. JamaicaVM does not, therefore, prevent these threads
from accessing objects allocated on the normal heap. Runtime checks that typi-
cally ensure that these threads do not access objects allocated on the heap are not
performed by JamaicaVM.

9.3.4 Static Initializers

To permit the initialization of classes even if their prst reference is performed
within ScopedMemory or ImmortalMemory  within a RealtimeThread

or NoHeapRealtimeThread , and to permit the access of static belds such as
System.out from within these threads, static initializers are typically executed
within ImmortalMemory that is accessible by all threads. However, this pre-
vents these objects from being reclaimed when they are no longer used. Also,
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it can cause a serious memory leak if dynamic class loading is used since mem-
ory allocated by the static initializers of dynamically loaded classes will never be
reclaimed.

Since JamaicaVM does not limit access to heap objects within any threads,
there is no need to execute static initializers within ImmortalMemory. However,
objects allocated in static initializers typically must be accessible by all threads, so
they cannot be allocated in a scoped memory area if this happens to be the current
threadOs allocation environment when the static initializer is executed.

JamaicaVM therefore executes all static initializers within heap memory. Ob-
jects allocated by static initializers may be accessed by all threads, and they may
be reclaimed by the garbage collector. There is no memory leak if classes are
loaded dynamically by a user class loader.

9.3.5 Class PhysicalMemoryManager

According to the RTSJ, names and instances of d¢taysicalMemoryType-
Filter  in packaggavax.realtime that are passed to methoghister-
Filter  of classPhysicalMemoryManager in the same package must be
allocated in immortal memory. This requirement does not exist in JamaicaVM.

9.4 Limitations of RTSJ Implementation

The following methods or classes of the RTSJ are not fully supported in Ja-
maicaVM 8.0:

¥ ClassVTPhysicalMemory
¥ ClassLTPhysicalMemory
¥ ClassimmortalPhysicalMemory

¥ In classAsynchronouslyinterruptedException the deprecated
methodpropagate()  is not supported.

¥ The classAffinity is currently supported forhreads andBound-
AsyncEventHandlers  only, but not for the clasBrocessingGroup-
Parameters . The default sets supported by Jamaica are sets with either
exactly one single element or the set of all CPUs. The CPU ids used on
the Java side ar@ thoughn " 1 whenn CPUs are used, while the val-
ues provided to the -Xcpus Builder argument are the CPU ids used by the
underlying OS.
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Cost monitoring is supported and cost overrun handlers will be bPred on a cost
overrun. However, cost enforcement is currently not supported. The reason is that
stopping a thread or handler that holds a lock is dangerous since it might cause
a deadlock. RTSJ cost enforcement is based on the CPU cycle counter. This is
available on x86 and PPC systems only, so cost enforcement will not work on

other systems.
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Chapter 10

Guidelines for Realtime
Programming in Java

10.1 General

Since the timeliness of realtime systems is just as important as their functional
correctness, realtime Java programmers must take more care using Java than other
Java users. In fact, realtime Java implementations in general and the JamaicaVM
in particular offer a host of features not present in standard Java implementations.

The JamaicaVM offers a myriad of sometimes overlapping features for real-
time Java development. The realtime Java developer needs to understand these
features and when to apply them. Particularly, with realtime specibc features per-
taining to memory management and task interaction, the programmer needs to
understand the trade-offs involved. This chapter does not offer cut and dried so-
lutions to specibc application problems, but instead offers guidelines for helping
the developer make the correct choice.

10.2 Computational Transparency

In contrast to normal software development, the development of realtime code re-
guires not only the correctness of the code, but also the timely execution of the
code. For the developer, this means that not only the result of each statement is im-
portant, but also the approximate time required to perform the statement must be
obvious. One need not know the exact execution time of each statement when this
statement is written, as the exact determination of the worst case execution time
can be performed by a later step; however, one should have a good understanding
of the order of magnitude in time a given code section needs for execution early on
in the coding process. For this, the computational complexity can be described in
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categories such as a few machine cycles, a few hundred machine cycles, thousands
of machine cycles or millions of machine cycles. Side effects such as blocking for
I/O operations or memory allocation should be understood as well.

The termcomputational transparenagfers to the degree to which the compu-
tational effort of a code sequence written in a programming language is obvious to
the developer. The closer a sequence of commands is to the underlying machine,
the more transparent that sequence is. Modern software development tries to raise
the abstraction level at which programmers ply their craft. This tends to reduce the
cost of software development and increase its robustness. Often however, it masks
the real work the underlying machine has to do, thus reducing the computational
transparency of code.

Languages like Assembler are typically completely computationally transpar-
ent. The computational effort for each instruction can be derived in a straightfor-
ward way (e.g., by consulting a table of instruction latency rules). The range of
possible execution times of different instructions is usually limited as well. Only
very few instructions in advanced processor architectures have an execution time
of more tharO(1) .

Compiled languages vary widely in their computational complexity. Program-
ming languages such as C come very close to full computational transparency. All
basic statements are translated into short sequences of machine code instructions.
More abstract languages can be very different in this respect. Some simple con-
structs may operate on large data structures, e.g., sets, thus take an unbounded
amount of time.

Originally, Java was a language that was very close to C in its syntax with
comparable computational complexity of its statements. Only a few exceptions
were made. Java has evolved, particularly in the area of class libraries, to ease the
job of programming complex systems, at the cost of diminished computational
transparency. Therefore a short tour of the different Java statements and expres-
sions, noting where a non-obvious amount of computational effort is required to
perform these statements with the Java implementation JamaicaVM, is provided
here.

10.2.1 Efbcient Java Statements

First the good news. Most Java statements and expressions can be implemented
in a very short sequence of machine instructions. Only statements or constructs
for which this is not so obvious are considered further.
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10.2.1.1 Dynamic Binding for Virtual Method Calls

Since Java is an object-oriented language, dynamic binding is quite common.
In the JamaicaVM dynamic binding of Java methods is performed by a simple
lookup in the method table of the class of the target object. This lookup can
be performed with a small and constant number of memory accesses. The total
overhead of a dynamically bound method invocation is consequently only slightly
higher than that of a procedure call in a language like C.

10.2.1.2 Dynamic Binding for Interface Method Calls

Whereas single inheritance makes normal method calls easy to implement efp-
ciently, calling methods via an interface is more challenging. The multiple inher-
itance implicit in Java interfaces means that a simple dispatch table as used by
normal methods can not be used. In the JamaicaVM the time needed to bnd the
called method is linear with the number of interfaces implemented by the class.

10.2.1.3 Type Casts and Checks

The use of type casts and type checks is very frequent in Java. One example is the
following code sequence that usesiastanceof  check and a type cast:

Object o = vector.elementAt(index);

if (o instanceof Integer)
sum = sum + ((Integer)o).intValue();

These type checks also occur implicitly whenever a reference is stored in an array
of references to make sure that the stored reference is compatible with the actual
type of the array. Type casts and type checks within the JamaicaVM are per-

formed in constant time with a small and constant number of memory accesses.
In particular,instanceof  is more efbcient than method invocation.

10.2.1.4 Generics (JDK 1.5)

The generic typegyeneric$ introduced in JDK 1.5 avoid explicit type cases that
are required using abstract data types with older versions of Java. Using generics,
the type cast in this code sequence

ArrayList list = new ArrayList();
list.add(0, "some string");
String str = (String) list.get(0);

is no longer needed. The code can be written using a generic instaAcagf
List that can only hold strings as follows.
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ArrayList<String> list = new ArrayList<String>();

list.add(0, "some string");

String str = list.get(0);

Generics still require type casts, but these casts are hidden from the developer.
This means that access list  usinglist.get(0) in this example in fact
performs the type cast t8tring  implicitly causing additional runtime over-
head. However, since type casts are performed efpciently and in constant time in
JamaicaVM, the use of generics can be recommended even in time-critical code
wherever this appears reasonable for a good system design.

10.2.2 Non-Obvious Slightly Inefbcient Constructs

A few constructs have some hidden inefbciencies, but can still be executed within
a short sequence of machine instructions.

10.2.2.1 final Local Variables

The use ofinal  local variables is very tempting in conjunction with anonymous
inner classes since only variables that are declanadl can be accessed from
code in an anonymous inner class. An example for such an access is shown in the
following code snippet:

final int data = getData();

new RealtimeThread(new PriorityParameters(pri))

{

public void run()

{
for (...)

{

X = data;

}

All uses of the local variable within the inner class are replaced by accesses to a
hidden peld. In contrast to normal local variables, each access requires a memory
access.

10.2.2.2 Accessingrivate  Fields from Inner Classes

As with the use ofinal local variables, anprivate  Pelds that are accessed
from within an inner class require the call to a hidden access method since these
accesses would otherwise not be permitted by the virtual machine.
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10.2.3 Statements Causing Implicit Memory Allocation

Thus far, only execution time has been considered, but memory allocation is also
a concern for safety-critical systems. In most cases, memory allocation in Java
is performed explicitly by the keywordew. However, some statements per-
form memory allocations implicitly. These memory allocations do not only re-
quire additional execution time, but they also require memory. This can be fa-
tal within execution contexts that have limited memory, e.g., code running in a
ScopedMemory orImmortalMemory asitis required by the Real-Time Spec-
ibcation for Java foNoHeapRealtimeThreads . Arealtime Java programmer
should be familiar with all statements and expressions which cause implicit mem-
ory allocation.

10.2.3.1 String Concatenation

Java permits the composition of strings using the plus operator. Unlike adding
scalars such a@st orfloat values, string concatenation requires the allocation

of temporary objects and is potentially very expensive.
As an example, the instruction

int X = .
Object thing = ..,

String msg = "x is " + x + " thing is " + thing;
will be translated into the following statement sequence:

int X = ..
Object thing = ..,

StringBuffer tmp_sb = new StringBuffer();
tmp_sb.append("x is ");
tmp_sb.append(x);

tmp_sb.append(" thing is ");
tmp_sb.append(thing.toString());

String msg = tmp_sb.toString();

The code contains hidden allocations @taingBuffer object, of an internal

character buffer that will be used within ti&sringBuffer , atemporary string
allocated forthing.toString() , and the Pnal string returned byp_sb.
toString()

Apart from these hidden allocations, the hidden calhtong.toString()
can have an even higher impact on the execution time, since mi8tthg
can be redebned by the actual class of the instance referredhongy and can
cause arbitrarily complex computations.
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10.2.3.2 Array Initialization

Java also provides a handy notation for array initialization. For example, an array
with the brst 8 Fibonacci numbers can be declared as

intf] fib = {1, 1, 2, 3, 5, 8, 13, 21 }

Unlike C, where such a declaration is converted into preinitialized data, the Java
code performs a dynamic allocation and is equivalent to the following code se-
quence:

intf] fib
fib[O]
fib[1]
fib[2]
fib[3]
fib[4]
fib[5]
fib[6]
fib[7]

new int[8];

1
1
2;
3;
5
8
1
2

3
1

Initializing arrays in this way should be avoided in time critical code. When pos-
sible, constant array data should be initialized within the static initializer of the
class that uses the data and assigned to a static variable that is rfingted.

Due to the signibcant code overhead, large arrays should instead be loaded as a
resource, using the Java standard API (via metpetiResourceAsStream

from clasgava.lang.Class ).

10.2.3.3 Autoboxing (JDK 1.5)

Unlike some Scheme implementations, primitive types in Java are not internally
distinguishable from pointers. This means that in order to use a primitive data type
where an object is needed, the primitive needs to be boxed in its corresponding
object. JDK 1.5 introduces autoboxing which automatically creates objects for
values of primitive types such &g ,long , orfloat wheneverthese values are
assigned to a compatible reference. This feature is purely syntactic. An expression
such as

0 = new Integer(i);

can be written as

o = i

Due to the hidden runtime overhead for the memory allocation, autoboxing should
be avoided in performance critical code. Within code sequences that have heavy
restrictions on memory demand, such as realtime tasks that namnortal-

Memory or ScopedMemory , autoboxing should be avoided completely since it
may result in hidden memory leaks.
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10.2.3.4 For Loop Over Collections (JDK 1.5)

JDK 1.5 also introduces an extended loop. The extension permits the itera-
tion of aCollection using a simple for loop. This feature is purely syntactic.
A loop such as

ArrayList list = new ArrayList();
for (lterator i = list.iterator(); i.hasNext();)

{

Object value = i.next();

}
can be written as

ArrayList list = new ArrayList();
for (Object value : list)

{
-

The allocation of a temporafyerator  that is performed by the call icst.
iterator() is hidden in this new syntax.

10.2.3.5 Variable Argument Lists (JDK 1.5)

There is still another feature of JDK 1.5 that requires implicit memory allocation.
The new variable argument lists for methods is implemented by an implicit ar-
ray allocation and initialization. Variable argument lists should consequently be
avoided.

10.2.4 Operations Causing Class Initialization

Another area of concern for computational transparency is class initialization.
Java usestatic initializers for the initialization of classes on their brst use.
The brst use is debned as the Prst access to a static method or static beld of the
class in question, its Prst instantiation, or the initialization of any of its subclasses.

The code executed during initialization can perform arbitrarily complex oper-
ations. Consequently, any operation that can cause the initialization of a class may
take arbitrarily long for its Prst execution. This is not acceptable for time critical
code.

Consequently, the execution of static initializers has to be avoided in time
critical code. There are two ways to achieve this: either time critical code must
not perform any statements or expressions that may cause the initialization of a
class, or the initialization has to be made explicit.

The statements and expressions that cause the initialization of a class are
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¥ reading a static beld of another class,
¥ writing a static Peld of another class,
¥ calling a static method of another class, and

¥ creating an instance of another class usieg.

An explicit initialization of a clas<C is best performed in the static initializer of
the clasPDthat refers taC. One way to do this is to add the following code to class
D)

[ = initialize class C: */
static { C.class.initialize(); }

The notatiorC.class itself has its own disadvantages (see Section 10.2.5). So,
if possible, it may be better to access a static Peld of the class causing initialization
as a side effect instead.

[ = initialize class C: */
static { int ignore = C.static_field; }

10.2.5 Operations Causing Class Loading

Class loading can also occur unexpectedly. A reference to the class object of a
given clas<C can be obtained usingassnamelass  as in the following code:

Class class C = C.class;

This seemingly harmless operation is, however, transformed into a code sequence
similar to the following code:

static Class class$(String name)
{
try { return Class.forName(name); }
catch (ClassNotFoundException e)
{
throw new NoClassDefFoundError(e.getMessage());
}
}

static Class class$C;

Class tmp;
if (class$C == null)
{
tmp = class$("C");
class$C = tmp;
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}

else

{

tmp = class$C;

}

Class class_C = tmp;

This code sequence causes loading of new classes from the current class loading
context. l.e., it may involve memory allocation and loading of new class Ples.
If the new classes are provided by a user class loader, this might even involve
network activity, etc.

Starting with JDK 1.5, thelassnamelass  notation will be supported by
the JVM directly. The complex code above will be replaced by a simple bytecode
instruction that references the desired class directly. Consequently, the referenced
class can be loaded by the JamaicaVM at the same time the referencing class
is loaded and the statement will be replaced by a constant number of memory
accesses.

10.3 Supported Standards

Thus far, only standard Java constructs have been discussed. However libraries
and other APIs are also an issue. Timely Java development needs support for
timely execution and device access. There are also issues of certibability to con-
sider. The JamaicaVM has at least some support for all of the following APIs.

10.3.1 Real-Time Specibcation for Java

The Real-Time Specibcation for Java (RTSJ) provides functionality needed for
time-critical Java applications. RTSJ introduces an additional API of Java classes,
mainly with the goal of providing a standardized mechanism for realtime ex-
tensions of Java Virtual Machines. RTSJ extensions also cover other areas of
great importance to many embedded realtime applications, such as direct access
to physical memory (e.g., memory mapped I/O) or asynchronous mechanisms.

RTSJ is implemented by JamaicaVM and other virtual machines like OracleOs
Java RTS and IBM WebSphere Realtime.

10.3.1.1 Thread Scheduling in the RTSJ

Ensuring that Java programs can execute in a timely fashion was a main goal
of the RTSJ. To enable the development of realtime software in an environment
with a garbage collector that stops the execution of application threads in an un-
predictable way (see Fig. 10.1), the new thread claBsadtimeThread and
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Figure 10.1: Java Threads in a classic JVM are interrupted by the garbage collec-
tor thread
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Figure 10.2: RealtimeThreads can interrupt garbage collector activity

NoHeapRealtimeThread were debPned. These thread types are unaffected,
or at least less severely affected, by garbage collection activity. Also, at least 28
new priority levels, logically higher than the priority of the garbage collector, are
available for these threads, as illustrated in Fig. 10.2.

10.3.1.2 Memory Management

For realtime threads not to be affected by garbage collector activity, these threads
need to use memory areas that are not under the control of the garbage collector.
New memory classesmmortalMemory andScopedMemory , provide these
memory areas. One important consequence of using special memory areas is, of
course, that the advantages of dynamic memory management is not fully available
to realtime threads.

10.3.1.3 Synchronization

In realtime systems with threads of different priority levels, priority inversion situ-
ations must be avoided. Priority inversion occurs when a thread of high priority is
blocked by waiting for a monitor that is owned by a thread of a lower priority that
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is preempted by some thread with intermediate priority. The RTSJ provides two
alternatives, priority inheritance and the priority ceiling protocol, to avoid priority
inversion.

10.3.1.4 Limitations of the RTSJ and their solution

The RTSJ provides a solution for realtime programming, but it also brings new
difbculties to the developer. The most important consequence is that applications
have to be split strictly into two parts: a realtime and a non realtime part. Commu-
nication between these parts is heavily restricted: realtime threads cannot perform
memory operations such as the allocation of objects on the normal heap which is
under the control of the garbage collector. Synchronization between realtime and
non realtime threads is also severely restricted to prevent realtime threads from
being blocked by the garbage collector due to priority inversion.

The JamaicaVM removes these restrictions by using its realtime garbage col-
lection technology. Realtime garbage collection obviates the need to make a strict
separation of realtime and non realtime code. Using RTSJ with realtime garbage
collection provides necessary realtime facilities without the cumbersomeness of
having to segregate a realtime application.

10.3.2 Java Native Interface

Both the need to use legacy code and the desire to access exotic hardware may
make it advantageous to call foreign code out of a JVM. The Java Native Inter-
face (JNI) provides this access. JNI can be used to embed code written in other
languages than Java, (usually C), into Java programs.

While calling foreign code through JNI is 3exible, the resulting code has sev-
eral disadvantages. It is usually harder to port to other operating systems or hard-
ware architectures than Java code. Another drawback is that JNI is not very high-
performing on any Java Virtual Machine. The main reason for the inefbciency is
that the JNI specibcation is independent of the Java Virtual Machine. Signibcant
additional bookkeeping is required to insure that Java references that are handed
over to the native code will remain protected from being recycled by the garbage
collector while they are in use by the native code. The result is that calling JNI
methods is usually expensive.

An additional disadvantage of the use of native code is that the application of
any sort of formal program veribcation of this code becomes virtually intractable.

Nevertheless, because of its availability for many JVMs, JNI is the most popu-
lar Java interface for accessing hardware. It can be used whenever Java programs
need to embed C routines that are not called too often or are not overly time-
critical. If portability to other JVMs is a major issue, there is no current alternative
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Figure 10.3: JamaicaVM provides realtime behavior for all threads.

to JNI. When portability to other operating systems or hardware architectures is
more important, RTSJ is a better choice for device access.

10.4 Memory Management

In a system that supports realtime garbage collection, RTSJOs strict separation
into realtime and non realtime threads is not necessary. The strict splitting of an
application is consequently not required. Threads are activated only depending on
their priorities, as depicted in Fig. 10.3.

The realtime garbage collector performs its work predictably within the appli-
cation threads. It is activated when memory is allocated. The work done on an
allocation must be preemptible, so that more urgent threads can become active.

The implementation of a realtime garbage collector must solve a number of
technical challenges. Garbage collector activity must be performed in very small
single increments of work. In the JamaicaVM, one increment consists of process-
ing and possibly reclaiming only 32 bytes of memory. On every allocation, the
allocating thread OpaysO for the memory by performing a small number of these
increments. The number of increments can be analyzed to determine worst-case
behavior for realtime code.

10.4.1 Memory Management of RTSJ

The RTSJ provides a powerful extension to the Java specibcation. Its full power,
however, is achieved only by the combination with a realtime garbage collector
that helps to overcome its restrictions. Since JamaicaVM uses a realtime garbage
collector, it does not need to impose the limitation that the Real-Time Specibca-
tion for Java puts onto realtime programming onto realtime applications developed
with the JamaicaVM. The limitations that are relaxed in JamaicaVM affect the use
of memory areas, thread priorities, runtime checks, and static initializers.
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10.4.1.1 Use of Memory Areas

Since JamaicaOs realtime garbage collector does not interrupt application threads,
RealtimeThreads  and everNoHeapRealtimeThreads  are not required

to run in their own memory area outside the control of the garbage collector. In-
stead, any thread can use and access the normal garbage collected heap.

10.4.1.2 Thread priorities

In Jamaica,RealtimeThreads , NoHeapRealtimeThreads and normal
JavaThread objects all share the same priority range. The lowest possible
thread priority for all of these threads is dePned in package.lang , class
Thread by PeldMIN_PRIORITY. The highest possible priority is can be ob-
tained by queryingnstance().getMaxPriority() , classPriority-
Scheduler |, packaggavax.realtime

10.4.1.3 Runtime checks for NoHeapRealtimeThread

Since eveiNoHeapRealtimeThreads  are immune to interruption by garbage
collector activities, JamaicaVM does not restrict these threads from accessing ob-
jects allocated on the normal heap. Runtime checks that typically ensure that
these threads do not access objects allocated on the heap can be disabled in the
JamaicaVM. The result is better overall system performance.

10.4.1.4 Static Initializers

In order to permit the initialization of classes even when their brst reference is per-
formed within ScopedMemory or ImmortalMemory  within a Realtime-

Thread orNoHeapRealtimeThread , and to permitthe access of static belds
such asSystem.out  from within these threads, static initializers are typically
executed withinmmortalMemory that is accessible by all threads. However,
this prevents these objects from being reclaimed when they are no longer in use.
This can result in a serious memory leak when dynamic class loading is used
since memory allocated by the static initializers of dynamically loaded classes
will never be reclaimed.

Since the RTSJ implementation in the JamaicaVM does not limit access to
heap objects within any threads, there is no need to execute static initializers
within ImmortalMemory . However, objects allocated in static initializers typ-
ically must be accessible by all threads. Therefore they cannot be allocated in
a scoped memory area when this happens to be the current threadOs allocation
environment when the static initializer is executed.
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The JamaicaVM executes all static initializers within heap memory. Objects
allocated by static initializers may be accessed by all threads, and they may be
reclaimed by the garbage collector. There is no memory leak if classes are loaded
dynamically by a user class loader.

10.4.1.5 Clas®hysicalMemoryManager

Names and instances of clgasax.realtime.PhysicalMemoryType-

Filter  that are passed to methoegisterFilter of the clasgavax.
realtime.PhysicalMemoryManager are, by the RTSJ, required to be al-
located in immortal memory. Realtime garbage collection obviates this require-
ment. The JamaicaVM does not enforce it either.

10.4.2 Finalizers

Care needs to be taken when using JavaOs Pnalizers. A bnalizer is a method that
can be redebned by any Java class to perform actions after the garbage collector

has determined that an object has become unreachable. Improper use of bPnalizers
can cause unpredictable results.

The Java specibcation does not give any guarantees that an object will ever
be recycled by the system and that a bnalizer will ever be called. Furthermore, if
several unreachable objects have a bPnalizer, the execution order of these Pnalizers
is undebned. For these reasons, it is generally unwise to use Pnalizers in Java at
all. The developer cannot rely on the Pnalizer ever being executed. Moreover,
during the execution of a bnalizer, the developer cannot rely on the availability of
any other resources since their Pnalizers may have been executed already.

In addition to these unpredictabilities, the use of bnalizers has an important
impact on the memory demand of an application. The garbage collector cannot
reclaim the memory of any object that has been found to be unreachable before its
Pnalizer has been executed. Consequently, the memory occupied by such objects
remains allocated.

The bnalizer methods are executed by a Pnalizer thread, which the JamaicaVM
by default runs at the highest priority available to Java threads. If this Pnalizer
thread does not obtain sufPcient execution time, or it is stopped by a Pnalizer
that is blocked, the system may run out of memory. In this case, explicit calls
to Runtime.runFinalization() may be required by some higher priority
task to empty the queue of Pnalizable objects.

The use of bnalizers is more predictable for objects allocate&stcoped-

Memory or ImmortalMemory . For ScopedMemory, all Pnalizers will be
executed when the last thread exits a scope. This may cause a potentially high
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overhead for exiting this scope. The Pnalizers of objects that are allocated in
ImmortalMemory  will never be executed.

Using Pnalizers may be helpful during debugging to Pnd programming bugs
like leakage of resources or to visualize when an objectOs memory is recycled. In
a production release, any bnalizers (even empty ones) should be removed due to
the impact they have on the runtime and the potential for memory leaks caused by
their presence.

As an alternative to bnalizers, the systematic udeafly clauses in Java
code to free unused resources is recommended. Should this not be possible, phan-
tom referencegdva.lang.ref.PhantomReference ) can be used, which
offer a more Rexible way of doing cleanup before objects get garbage collected.
More information is available from a web post by Muhammad Khojaye [6].

10.4.3 Conbguring a Realtime Garbage Collector

To be able to determine worst-case execution times for memory allocation oper-
ations in a realtime garbage collector, one needs to know the memory required
by the realtime application. With this information, a worst-case number of gar-
bage collector increments that are required on an allocation can be determined
(see Chapter 7). Automatic tools can help to determine this value. The heap size
can then be selected to give sufbcient headroom for the garbage collector, while
a larger heap size ensures a shorter execution time for allocation. Tools like the
analyzer in the JamaicaVM help to conbgure a system and bnd suitable heap size
and allocation times.

10.4.4 Programming with the RTSJ and Realtime Garbage Col-
lection

Once the unpredictability of the garbage collector has been solved, realtime pro-
gramming is possible even without the need for special thread classes or the use
of specibPc memory areas for realtime code.

10.4.4.1 Realtime Tasks

In Jamaica, garbage collection activity is performed within application threads
and only when memory is allocated by a thread. A direct consequence of this
is that any realtime task that performs no dynamic memory allocation will be
entirely unaffected by garbage collection activity. These realtime tasks can access
objects on the normal heap just like all other tasks. As long as realtime tasks use a
priority that is higher than other threads, they will be guaranteed to run when they
are ready. Furthermore, even realtime tasks may allocate memory dynamically.
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Just like any other task, garbage collection work needs to be performed to pay
for this allocation. Since a worst-case execution time can be determined for the
allocation, the worst-case execution time of the task that performs the allocation
can be determined as well.

10.4.4.2 Communication

The communication mechanisms that can be used between threads with differ-
ent priority levels and timing requirements are basically the same mechanisms as
those used for normal Java threads: shared memory and Java monitors.

Shared Memory Since all threads can access the normal, garbage-collected
heap without suffering from unpredictable pauses due to garbage collector ac-
tivity, this normal heap can be used for shared memory communication between
all threads. Any high priority task can access objects on the heap even while
a lower priority thread accesses the same objects or even while a lower priority
thread allocates memory and performs garbage collection work. In the latter case,
the small worst-case execution time of an increment of garbage collection work
ensures a bounded and small thread preemption time, typically in the order of a
few microseconds.

Synchronization The use of Java monitors synchronized  methods and
explicit synchronized  statements enables atomic accesses to data structures.
These mechanisms can be used equally well to protect accesses that are performed
in high priority realtime tasks and normal non-realtime tasks. Unfortunately, the
standard Java semantics for monitors does not prevent priority inversion that may
result from a high priority task trying to enter a monitor that is held by another task
of lower priority. The stricter monitor semantics of the RTSJ avoid this priority
inversion. All monitors are required to use priority inheritance or the priority
ceiling protocol, such that no priority inversion can occur when a thread tries to
enter a monitor. As in any realtime system, the developer has to ensure that the
time that a monitor is held by any thread must be bounded when this monitor
needs to be entered by a realtime task that requires an upper bound for the time
required to obtain this monitor.

10.4.4.3 Standard Data Structures

The strict separation of an application into a realtime and non-realtime part that
is required when the Real-Time Specibcation for Java is used in conjunction with
a non-realtime garbage collector makes it very difpcult to have global data struc-
tures that are shared between several tasks. The Real-Time Specibcation for Java
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even provides special data structures suctWagFreeWriteQueue  that en-

able communication between tasks. These queues do not need to synchronize and
hence avoid running the risk of introducing priority inversion. In a system that
uses realtime garbage collection, such specibc structures are not required. High
priority tasks can share standard data structures sujvasitil.Vector

with low priority threads.

10.4.5 Memory Management Guidelines

The JamaicaVM provides three options for memory managenhemitortal-
Memory, ScopedMemory , and realtime dynamic garbage collection on the nor-
mal heap. They may all be used freely. The choice of which to use is determined
by what the best trade off between external requirements, compatibility, and efp-
ciency for a given application.

ImmortalMemory s in fact quite dangerous. Memory leaks can result from
improper use. Its use should be avoided unless compatibility with other RTSJ
JVMs is paramount or heap memory is not allowed by the certibcation regime
required for the project.

ScopedMemory is safer, but it is generally inefbcient due to the runtime
checks required by its use. When a memory check fails, the result is a runtime
exception, which is also undesirable in safety-critical code.

One important property of the JamaicaVM is that any realtime code that runs
at high priority and that does not perform memory allocation is guaranteed not to
be delayed by garbage collection work. This important feature holds for standard
RTSJ applications only under the heavy restrictions that appipotdeapReal-
timeThreads

10.5 Scheduling and Synchronization

As the reader may have already noticed in the previous sections, scheduling and
synchronization are closely related. Scheduling threads that do not interact is
quite simple; however, interaction is necessary for sharing data among cooperat-
ing tasks. This interaction requires synchronization to ensure data integrity. There
are implications on scheduling of threads and synchronization beyond memory
access issues.

10.5.1 Schedulable Entities

The RTSJ introduces new scheduling entities to J®@altimeThread and
NoHeapRealtimeThread are thread types with clearer semantics than nor-
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mal Java threads of claSéiread and additional scheduling possibilities. Events
are the other new thread-like construct used for transient computations. To save
resources (mainly operating system threads, and thus memory and performance),
AsyncEvents can be used for short code sequences instead. They are easy to
use because they can easily be triggered programmatically, but they must not be
used for blocking. Also, there af®oundAsyncEvents which each require

their own thread and thus can be used for blocking. They are as easy to use
as normalAsyncEvents , but do not use fewer resources than normal threads.
AsyncEventHandlers  are triggered by an asynchronous event. All three exe-
cution environmentRealtimeThreads , NoHeapRealtimeThreads and
AsyncEventHandlers , are schedulable entities, i.e., they all have release pa-
rameters and scheduling parameters that are considered by the scheduler.

10.5.1.1 RealtimeThreads and NoHeapRealtimeThreads

The RTSJincludes new thread clasResltimeThreads  andNoHeapReal-
timeThreads to improve the semantics of threads for realtime systems. These
threads can use a priority range that is higher than that of all normal bagads

with at least 28 unique priority levels. The default scheduler uses these priori-
ties for bxed priority, preemptive scheduling. In addition to this, the new thread
classes can use the new memory afaspedMemory andimmortalMemory

that are not under the control of the garbage collector.

As previously mentioned, threads of cldésHeapRealtimeThreads are
not permitted to access any object that was allocated on the garbage collected
heap. Consequently, these threads do not suffer from garbage collector activity as
long as they run at a priority that is higher than that of any other schedulable object
that accesses the garbage collected heap. In the JamaicaVM Java environment,
the memory access restrictions preseMiioHeapRealtimeThreads  are not
required to achieve realtime guarantees. Consequently, the Ned¢lefapReal-
timeThreads is neither required nor recommended.

Apart from the extended priority rangRealtimeThreads  provide fea-
tures that are required in many realtime applications. Scheduling parameters for
periodic tasks, deadlines, and resource constraints can be givRedtirme-
Threads , and used to implement more complex scheduling algorithms. For
instance, periodic threads in the JamaicaVM use these parameters. In the Ja-
maicaVM Java environment, normal Java threads also probt from strict Pxed pri-
ority, preemptive scheduling; but for realtime code, the ugeezitimeThread
is still recommended.
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10.5.1.2 AsyncEventHandlers vs. BoundAsyncEventHandlers

An alternative execution environment is provided through cla&sgscEvent-
Handler andBoundAsyncEventHandler . Code in an event handler is ex-
ecuted to react to an event. Events are bound to some external happening (e.g, a
processor interrupt), which triggers the event.

AsyncEventHandler = andBoundAsyncEventHandler  are schedula-
ble entities that are equipped with release and scheduling parameters exactly as
RealtimeThread  andNoHeapRealtimeThread . The priority scheduler
schedules both threads and event handlers, according to their priority. Also, ad-
mission checking may take the release parameters of threads and asynchronous
event handlers in account. The release parameters include values such as execu-
tion time, period, and minimum interarrival time.

One important difference from threads is that&syncEventHandler  is
not bound to one single thread. This means, that several invocations of the same
handler may be performed in different thread environments. A pool of preallo-
catedRealtimeThreads is used for the execution of these handlers. Event
handlers that may execute for a long time or that may block during their execution
may block a thread from this pool for a long time. This may make the timely
execution of other event handlers impossible.

Any event handler that may block should therefore have Raaltime-
Thread thatis assigned to it alone for the execution of its event handler. Handlers
for classBoundAsyncEventHandler  provide this feature. They do not share
their thread with any other event handler and they may consequently block without
disturbing the execution of other event handlers.

Due to the additional resources required fe@ndAsyncEventHandler
their use should be restricted to blocking or long running events only. The sharing
of threads used for normalsyncEventHandlers permits the use of a large
number of event handlers with minimal resource usage.

10.5.2 Synchronization

Synchronization is essential to data sharing, especially between cooperating real-
time tasks. Passing data between threads at different priorities without impairing
the realtime behavior of the system is the most important concern. It is essential
to ensure that a lower priority task cannot preempt a higher priority task.

The situation in Fig. 10.4 depicts a case of priority inversion when using
monitors, the most common priority problem. The software problems during the
Pathbnder mission on Mars is the most popular example of a classic priority in-
version error (see Michael JonesO web page [5]).

In this situation, a higher priority thread A has to wait for a lower priority
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Figure 10.4: Priority Inversion

thread B because another thread C with even lower priority is holding a monitor
for which A is waiting. In this situation, B will prevent A and C from running,
because A is blocked and C has lower priority. In fact, this is a programming error.
If a thread might enter a monitor which a higher priority thread might require, then
no other thread should have a priority in between the two.

Since errors of this nature are very hard to locate, the programming environ-
ment should provide a means for avoiding priority inversion. The RTSJ debnes
two possible mechanisms for avoiding priority inversion: Priority Inheritance and
Priority Ceiling Emulation. The JamaicaVM implements both mechanisms.

10.5.2.1 Priority Inheritance

Priority Inheritance is a protocol which is easy to understand and to use, but that
poses the risk of causing deadlocks. If priority inheritance is used, whenever a
higher priority thread waits for a monitor that is held by a lower priority thread,
the lower priority threadOs priority is boosted to the priority of the blocking thread.
Fig. 10.5 illustrates this.

10.5.2.2 Priority Ceiling Emulation

Priority Ceiling Emulation is widely used in safety-critical system. The priority of
any thread entering a monitor is raised to the highest priority of any thread which
could ever enter the monitor. Fig. 10.6 illustrates the Priority Ceiling Emulation
protocol.

As long as no thread that holds a priority ceiling emulation monitor blocks,
any thread that tries to enter such a monitor can be sure not to bl@nse-

Lif any other thread owns the monitor, its priority will have been boosted to the ceiling priority.
Consequently, the current thread cannot run and try to enter this monitor.
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quently, the use of priority ceiling emulation automatically ensures that a system
is deadlock-free.

10.5.2.3 Priority Inheritance vs. Priority Ceiling Emulation

Priority Inheritance should be used with care, because it can cause deadlocks when
two threads try to enter the same two monitors in different order. This is shown
in Fig. 10.7. Thus it is safer to use Priority Ceiling Emulation, since when used
correctly, deadlocks cannot occur there. Priority Inheritance deadlocks can be
avoided, if all programmers make sure to always enter monitors in the same order.

Unlike classic priority ceiling emulation, the RTSJ permits blocking while
holding a priority ceiling emulation monitor. Other threads that may want to enter
the same monitor will be stopped exactly as they would be for a normal monitor.
This fall back to standard monitor behavior permits the use of priority ceiling
emulation even for monitors that are used by legacy code.

The advantage of a limited and short execution time for entering a priority ceil-
ing monitor, working on a shared resource, then leaving this monitor are, however,
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Figure 10.7: Deadlocks are possible with Priority Inheritance

lost when a thread that has entered this monitor may block. Therefore the system
designer should restrict the use of priority ceiling monitors to short code sequences
that only access a shared resource and that do not block. Entering and exiting the
monitor can then be performed in constant time, and the system ensures that no
thread may try to enter a priority ceiling monitor that is held by some other thread.

Since priority ceiling emulation requires adjusting a threadOs priority every
time a monitor is entered or exited, there is an additional runtime overhead for this
priority change when using this kind of monitors. This overhead can be signibcant
compared to the low runtime overhead that is incurred to enter or leave a normal,
priority inheritance monitor. In this case, there is a priority change penalty only
when a monitor has already been taken by another thread.

Future versions of the Jamaica Java implementation may optimize priority
ceiling and avoid unnecessary priority changes. The JamaicaVM uses atomic code
sequences and restricts thread switches to certain points in the code. A synchro-
nized code sequence that is protected by a priority ceiling monitor and that does
not contain a synchronization point may not require entering and leaving of the
monitor at all since the code sequence is guaranteed to be executed atomically due
to the fact that it does not contain a synchronization point.

10.5.3 Scheduling Policy and Priorities

Although JamaicaVM uses its own scheduler, the realtime behavior depends heav-
ily on the scheduling policy of the underlying operating system. Best results can
be achieved by using priority based scheduling usitmgsa-in-Prst-ouschedul-

ing policy since this corresponds to the scheduling policy implemented by Ja-
maicaVMOs own scheduler.
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10.5.3.1 Native Priorities

In JamaicaVM, a priority map debnes which native (OS) priorities are used for the
different Java thread priorities. This priority map can be set via the environment
variableJAMAICAVM_PRIMAHRsee Section 13.4), or using the Jamaica Builder
via the-priMap option (see Chapter 14).

Normal (non-realtime) Java thread priorities should usually be mapped to a
single OS priority since otherwise lower priority Java threads may receive no CPU
time if a higher priority thread is running constantly. The reason for this is that
legacy Java code that expects lower priority threads to run even if higher priority
threads are ready may not work otherwisefafknessmechanism in JamaicaVM
is used only for the lowest Java thread priorities that map to the same OS prior-
ity. For applications written to work withprst-in-prst-ouscheduling, mapping
different Java priorities to different OS priorities, however, can result in better
performance.

Higher Java priorities used for instanced@altimeThread  andAsync-
EventHandler , usually the Java priorities 11 through 38, should be mapped to
distinct priorities of the underlying OS. If there are not sufbciently many OS pri-
ority levels available, different Java priorities may be mapped to the same native
priority. The Jamaica scheduler will still run the thread with higher Java priority
before running the lower priority threads. However, having the same native pri-
ority may result in higher thread-switch overhead since the underlying OS does
not know about the difference in Java priorities and may attempt to run the wrong
thread.

The special keyword@gync is used to specify the native priority of the syn-
chronization thread. This thread manages time slicing between the normal Java
threads, so this should usually be mapped to a value that is higher or equal to the
native priority used for Java priority 10, the maximum priority for normal, non-
realtime Java threads. Using a higher priority for the synchronization thread may
introduce jitter to the realtime threads, while using a lower value will disable time
slicing and fairness for this and higher priorities.

10.5.3.2 POSIX Scheduling Policies

On POSIX systems, the scheduling policy can be set via the environment variable
JAMAICAVM_SCHEDULING_POLICY¥see Section 13.4). Using the Jamaica
Builder, the scheduling policy can be set with tsehedulingPolicy option

(see Chapter 14). These are the supported POSIX scheduling policies:

¥ OTHERN default scheduling

¥ FIFO N brst in brst out
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¥ RRN round robin

The default iOTHERwhich may not be a realtime policy depending on the target
OS. To obtain realtime performance, the usd-tFO is required. UsingRRis
an alternative td-IFO, but it does make sense only in case Jamaica threads are
supposed to share the CPU with other processes running at the same priority.
Using FIFO or RRrequires superuser privileges (root access) on some systems,
e.g., Linux.

Scheduling policiesIFO and RRrequire native thread priorities that ate
or larger, while the default priority map used by JamaicaVM may map all Java
thread priorities to native priorit@ if this is a legal priority for theOTHERpolicy
(e.g., on Linux). Hence, it is required to debne a different priority map if these
scheduling policies are used.

Native priorities that are lower than the minimum priority of the selected
scheduling policy (e.g., priorit§ is lower than the minimurkIFO priority which
is 1) are implemented by falling back to tl@THERscheduling policy for the af-
fected threads.

On Linux, FIFO scheduling is recommended fRealtimeThread s and
AsyncEventHandler s andOTHERfor normal Java threads. These are the
corresponding settings:

JAMAICAVM_SCHEDULING_POLICY=FIFO
JAMAICAVM_PRIMAP=1..10=0,sync=1,11..38=2..29

Since the scheduling policy can be embedded directly into the priority map,
an alternative way of setting the scheduling policy could be done as follows:

JAMAICAVM_PRIMAP=1..10=0/0THER,sync=1/FIFO,11..38=2..29/FIFO

This would schedule Java priorities 11 to 38 using EO scheduler, and
the rest using th©@ THERscheduler.

The result is that a Java application that uses only normal Java threads will use
OTHERscheduling and run in user mode, while any threads and event handlers
that use RTSJOs realtime priorities (11 through 38) will use the corresponding
FIFO priorities. The priority specibped with the keywosginc is used for the
synchronization thread. This thread manages time slicing between the normal
Java threads, so this can use @EHERscheduling policy as well, whil&lIFO
ensures that time slicing will have precedence even if there is a high load of threads
using the scheduling policY THER
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10.6 Libraries

The use of a standard Java libraries within realtime code poses severe difpculties,
since standard libraries typically are not developed with the strict requirements
on execution time predictability that come with the use in realtime code. For
use within realtime applications, any libraries that are not specibcally written and
documented for realtime system use cannot be used without inspection of the
library code.

The availability of source code for standard libraries is an important prerequi-
site for their use in realtime system development. Within the JamaicaVM, large
parts of the standard Java APIs are taken from OpenJDK, which is an open source
project. The source code is freely available, so that the applicability of certain
methods within realtime code can be checked easily.

10.7 Summary

As one might expect, programming realtime systems in Java is more complicated
than standard Java programming. A realtime Java developer must take care with
many Java constructs. With timely Java development using JamaicaVM, there are
instances where a developer has more than one possible implementation construct
to choose from. Here, the most important of these points are recapitulated.

10.7.1 Efbciency

All method calls and interface calls are performed in constant time. They are
almost as efbcient as C function calls, so do not avoid them except in places
where one would avoid a C function call as well.

When accessing bnébcal variables or private pPelds from within inner
classes in a loop, one should generally cache the result in a local variable for
performance reasons. The access is in constant time, but slower than normal local
variables.

Using the String operator + causes memory allocation with an execution time
that is linear with regard to the size of the resulting String. Using array initializa-
tion causes dynamic allocations as well.

For realtime critical applications, avoid static initializers or explicitly call the
static initializer at startup. When using a java compiler earlier than version 1.5, the
use ofclassnamelass causes dynamic class loading. In realtime applications,
this should be avoided or called only during application startup. Subsequent usage
of the same class will then be cached by the JVM.
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10.7.2 Memory Allocation

The RTSJ introduces new memory areas suchmesortalMemoryArea and
ScopedMemory, which are inconvenient for the programmer, and at the same
time make it possible to write realtime applications that can be executed even on
virtual machines without realtime garbage collection.

In JamaicaVM, it is safe, reliable, and convenient to just ignore those restric-
tions and rely on the realtime garbage collection instead. Be aware that if exten-
sions of the RTSJ without sticking to restrictions imposed by the RTSJ, the code
will not run unmodibed on other JVMs.

10.7.3 EventHandlers

AsyncEventHandlers should be used for tasks that are triggered by some
external event. Many event handlers can be used simultaneously; however, they
should not block or run for a long time. Otherwise the execution of other event
handlers may be blocked.

For longer code sequences, or code that might block, event handlers of class
BoundAsyncEventHandler provide an alternative that does not prevent the
execution of other handlers at the cost of an additional thread.

The scheduling and release parameters of event handlers should be set accord-
ing to the scheduling needs for the handler. Particularly, when rate monotonic
analysis [10] is used, an event handler with a certain minimal interarrival time
should be assigned a priority relative to any other events or (periodic) threads
using this minimal interarrival time as the period of this schedulable entity.

10.7.4 Monitors

Priority Inheritance is the default protocol in the RTSJ. It is safe and easy to use,
but one should take care to nest monitor requests properly and in the same order
in all threads. Otherwise, it can cause deadlocks. When used properly, Priority
Ceiling Emulation (PCE) can never cause deadlocks, but care has to be taken
that a monitor is never used in a thread of higher priority than the monitor. Both
protocols are efbciently implemented in the JamaicaVM.
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Multicore Guidelines

While on single-core systems multithreaded computation eventually boils down to
the sequential execution of instructions on a single CPU, multicore systems pose
new challenges to programmers. This is especially true for languages that expose
features of the target hardware relatively directly, such as C. For example, shared
memory communication requires judiciously placed memory fences to prevent
compiler optimizations that can lead to values being created Oout of thin airO.

High-level languages such as Java, which has a well-debPned and machine-
independent memory model [4, Chapter 17], shield programmers from such sur-
prises. In addition, high-level languages provide automatic memory management.
The Jamaica multicore VM provides concurrent, parallel, real-time garbage col-
lection:

Concurrent Garbage collection can take place on some CPUs while other CPUs
execute application code.
Parallel Several CPUs can perform garbage collection at the same time.

Real-time There is a guaranteed upper bound on the amount of time any part
of application code may be suspended for garbage collection work. At the
same time, it is guaranteed that garbage collection work will be sufpcient to
reclaim enough memory so all allocation requests by the application can be
satisbed.

JamaicaVMOs garbage collector achieves hard real-time guarantees by carefully
distributing the garbage collection to all available CPUs [11].

11.1 Tool Usage

For versions of JamaicaVM with multicore support the Builder can build applica-
tions with and without multicore support. This is controlled via the Builder option
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-parallel . On systems with only one CPU or for applications that cannot ben-
ebt from parallel execution, multicore support should disabled. The multicore
version has a higher overhead of heap memory than the single-core version (see
Appendix C).

In order to limit the CPUs used by Jamaica, a set of CPU afpPnities may be
given to the Builder or VM via the optionXcpus . See Section 13.1.2 and Sec-
tion 14.3 for details. While Jamaica supports all possible subsets of the existing
CPUs, operating systems may not support these. The set of all CPUs and all sin-
gleton sets of CPUs are usually supported, though. For more information, please
consult the documentation of the operating system you use.

To Pnd out whether a particular Jamaica virtual machine provides multicore
support, use theversion  option. A VM with multicore support will identify
itself asparallel

11.2 Setting Thread Afpnities

On a multicore system, by default the scheduler can assign any thread to any
CPU as long as priorities are respected. In many cases this Rexibility leads to
reduced throughput or increased jitter. The main reason is that migrating a thread
form one CPU to another is expensive: it renders the code and data stored in the
cache useless, which delays execution. Reducing the schedulerOs choice by Opin-
ningO a thread to a specibc CPU can help. In JamaicaVM the RTSjhukass
realtime.Affinity enables programmers to restrict on which CPUs a thread
can run. The following sections present rules of thumb for choosing thread afpni-
ties in common situations. In practice, usually experimentation is required to see
which afPnities work best for a particular application.

11.2.1 Communication through Shared Memory

Communication of threads through shared memory is usually more efbcient if
both threads run on the same CPU. This is because threads on the same CPU can
communicate via the CPUQOs cache, while in order for data to pass from one CPU to
another, it has to go via main memory, which is slower. The decision on whether
pinning two communicating threads to the same or to different CPUs should be
based on the tradeoff between computation and communication: if computation
dominates, it will usually be better to use different CPUs; if communication dom-
inates, using the same CPU will be better.

Interestingly, the same effect can also occur for threads that do not communi-
cate, but that write data in the same cache line. This is knowalss sharing
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In JamaicaVM this can occur if two threads modify data in the same object (more
precisely, the same block).

11.2.2 Performance Degradation on Locking

If two contenders for the same monitor can only run on the same CPU, the runtime
system may be able to decide more efpciently whether the monitor is free and may
be acquired (i.elpcked. Consider the following scenario:

¥ A high-priority threadA repeatedly acquires and releases a monitor.
¥ A low-priority threadB repeatedly acquires and releases the same monitor.

This happens, for example,Af andB concurrently read Pelds of a synchronized
data-structure.

Assume that threaB is started and later also threAd At some pointA may
have to wait untilB releases the monitor. Theékresumes. SincA is of higher
priority thanB, A will not be preempted bf8. If A andB are tied to the same
CPU this means thd& cannot run whiléA is running. IfA releases the monitor
and tries to re-acquire it later, it is clear that it cannot have been takBnibhyhe
meantime. Since the monitor is free, it can be taken immediately, which is very
efbcient.

If, on the other handA andB can run on different CPU® can be running
while A is running, and it may acquire the monitor whAnreleases it. In this
caseA has to re-obtain the monitor froBi before it can continue. The additional
overhead for blockingh and for waking upA after B has released the monitor
can be signibcant.

11.2.3 Periodic Threads

Some applications have periodic events that need to happen with high accuracy.
If this is the case, cache latencies can get into the way. Consider the following
scenario:

¥ A high-priority threadA runs every 2ms for 1ms and
¥ A low-priority threadB runs every 10ms for 2ms.

If both threads run on the same CPR will PIl some of the gaps left byA. For

the gaps Plled b3, whenA resumes, it brst needs to Pll the cache with its own
code and data. This can lead@®U stalls These stalls only occur whe did

run immediately beforé. They do not occur after the gaps during which the CPU
was idle. The fact that stalls occur sometimes but sometimes not will be observed
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as jitter in threadd. The problem can be alleviated by tyidgandB to different
CPUs.

11.2.4 Rate-Monotonic Analysis

Rate-monotonic analysis is a technique for determining whether a scheduling
problem is feasible on a system with thread preemption such that deterministic
response times can be guaranteed with simple (rate-monotonic) scheduling algo-
rithms. Rate-monotonic analysis only works for single-core systems. However,

if a subset of application threads can be identibed that have little dependency on
the other application threads it may be possible to schedule these based on rate-
monotonic analysis.

A possible scenario where this can be a useful approach is an application
where some threads guarantee deterministic responses of the system, while other
threads perform data processing in the background. The subset of threads in
charge of deterministic responses could be isolated to one CPU and rate-monotonic
scheduling could be used for them.

11.2.5 The Operating SystemOs Interrupt Handler

Operating systems usually tie interrupt handling to one particular CPU. Cache

effects described in Section 11.2.3 above can also occur between the interrupt
handling code and application threads. Therefore, jitter may be reduced by run-

ning application threads on CPUs other than the one in charge of the operating
systemOs interrupt handling.
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Chapter 12

The Jamaica Java Compiler

The commangamaicac is a compiler for the Java programming language and
is based on OpenJDKOs Java Compiler. It uses the system classes of the Jamaica
distribution, which are located in

jamaica-homaarget/  platformlib/

as default bootclasspath. JamaicaVM may be used with other compilers such as
JDKOgavac provided the bootclasspath is set to JamaicaOs system classes of the
used platfornt.

12.1 Usage of jamaicac

The command line syntax for thamaicac is as follows:
jamaicac [ optiong [ source bles and directories

If directories are specibed their source contents are compiled. The command line
options ofjamaicac are those ofavac . As notable difference, the additional
useTarget option enables specifying a particular target platform.

12.1.1 Classpath options
Option -useTarget  platform

TheuseTarget option specibes the target platform to compile for. It is used to
compute the bootclasspath in cdmmtclasspath is omitted. By default, the
host platform is used.

The bootclasspath is bound to the VM system propsuity.boot.class.path
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Option -cp (-classpath) path

Theclasspath  option specibes the location for application classes and sources.
The path is a list of directories, zip Ples or jar bles separated by the platform
specibc separator (usually colon, O:0). Each directory or ble can specify access
rules for types between O[O and O]0[(¥.¢av@] O to deny access to type

Option -bootclasspath path

This option is similar to the optionlasspath , but specibes locations for sys-
tem classes.

Option -sourcepath path

Thesourcepath  option specibes locations for application sources. The path is
a list of directories. For further details, see optadasspath  above.

Option -extdirs dirs

Theextdirs  option specibes location for extension zip/jar bles, wipaté is
a list of directories.

Option -d directory

Thed option sets the destination directory to write the generated class bles to. If
omitted, no directory is created.

12.1.2 Compliance options
Option -source version

Provide source compatibility for specibed version, e.g. 1.8 (or 8 or 8.0).

Option -target version

Generated class bles for a specibc VM version, e.g. 1.8 (or 8 or 8.0).

12.1.3 Warning options
Option -deprecation

Thedeprecation  option checks for deprecation outside deprecated code.
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Option -nowarn

Thenowarn option disables all warnings.

12.1.4 Debug options
Option -g

Theg option without parameter activates all debug info.

Option -g:none

Theg option withnone disables debug info.

Option -g: {lines,vars,source }

Theg option is used to customize debug info.

12.1.5 Other options

Option -encoding  encoding

Theencoding option speciPes custom encoding for all sources. May be overrid-
den for each Ple or directory by sufbxing withedfoding]O (e.g. OX.java[utf8]O).
Option -J option

This option is ignored.

Option -X

The X option prints non-standard options and exits.

12.2 Environment Variables
The following environment variables contjaimaicac

JAMAICAC_ HEAPSIZE Initial heap size of thgamaicac command itself in
bytes. Setting this to a larger value will improve agnaicac perfor-
mance.
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JAMAICAC_MAXHEAPSIZEMaximum heap size of thmmaicac command
itself in bytes. If the initial heap size is not sufbcient, it will increase its
heap dynamically up to this value. To compile large applications, you may
have to set this maximum heap size to a larger value.

JAMAICAC _JAVA STACKSIZEJava stack size of themaicac command
itself in bytes.

JAMAICAC_NATIVE_STACKSIZE Native stack size of th@mmaicac com-
mand itself in bytes.
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The Jamaica Virtual Machine
Commands

The Jamaica virtual machine provides a set of commands that permit the execu-
tion of Java applications by loading a set of class Ples and executing the code.
The commandamaicavm launches the standard Jamaica virtual machine. Its
variantsjamaicavm_slim , jamaicavmp andjamaicavmdi provide spe-

cial features like debug support.

13.1 jamaicavm N the Standard Virtual Machine

The jamaicavm is the standard command to execute non-optimized Java ap-
plications in interpreted mode. Its input syntax follows the conventions of Java
virtual machines.

jamaicavm [ optiong class [ args..]
jamaicavm [ optiong -jar  jarble [ args..]

The programOs main class is either given directly on the command line, or obtained
from the manifest of a Java archive ple if optigar is present.

The main class must be given as a qualibed class name that includes the com-
plete package path. For example, if the main cMg€lass is in packageom.
mycompany, the fully qualiped class name c®m.mycompany.MyClass
In Java, the package structure is ref3ected by nested folders in the Ple system.
The class PlaMlyClass.class , which contains the main classOs byte code, is
expected in the foldecom/mycompany (or com\mycompany on Windows
systems). The command line for this example is

jamaicavm com.mycompany.MyClass
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on Unix and Windows systems alike.

The available command line options @imaicavm , are explained in the
following sections. In addition to command line options, there are environment
variables and Java properties that control the VM. For details on the environment
variables, see Section 13.4, for the Java properties, see Section 13.5.

13.1.1 Command Line Options
Option -classpath (-cp) path

Theclasspath  option sets the search path for class bles. The argument must
be a list of directories or JAR/ZIP bles separated by the platform dependent path
separator char (0:0 on Unix-Systems, O;0 on Windows). If this option is not used,
the search path for class bles defaults to the current working directory.

Option -Dname=value

The D option sets a system property with a given name to a given value. The
value of this property will be available to the Java application via functions such
asSystem.getProperty()

Option -javaagent:  jarpath[= optiong

Thejavaagent option creates a set of Java agents which will be started before
the main application methogarpathis the path to the JAR containing the agent.
optionsis the argument that will be passed to the aggm&bsain method. Mul-

tiple javaagent options may be specibped on the command line, and they will
be called in the order they were specibed. For further information, please refer to
the Jamaica APl documentation, pack@ge.lang.instrument

| JamaicaVM currently does not fully support instrumentation and cannot pass
an instrumentation object to the agemt@®snain method. Agents that imple-

mentpremain(String, Instrumentation) will therefore receivenull

for the second argument.

Option -version

Theversion option prints the version of JamaicaVM.
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Option -help (-?)

Thehelp option prints a short help summary on the usage of JamaicaVM and
lists the default values is uses. These default values are target specibc. The de-
fault values may be overridden by command line options or environment variable
settings. Where command line options (set throtigloption) and environment
variables are possible, the command line settings have precedence. For the avail-
able command line options, see Section 13.1.2 or invoke the VM-xiitblp

Option -ea (-enableassertions)

Theea andenableassertions options enable Java assertions introduced in
Java code using thessert  keyword for application classes. The default setting
for these assertions is disabled.

Option -da (-disableassertions)

The da anddisableassertions options disable Java assertions introduced
in Java code using thassert keyword for application classes. The default
setting for these assertions is disabled.

Option -esa (-enablesystemassertions)

Theesa andenablesystemassertions options enable Java assertions in-
troduced in Java code using tassert keyword for system classes, i.e., classes
loaded via the bootclasspath. The default setting for these assertions is disabled.

Option -dsa (-disablesystemassertions)

Thedsa andenablesystemassertions options disable Java assertions in-
troduced in Java code using tassert keyword for system classes, i.e., classes
loaded via the bootclasspath. The default setting for these assertions is disabled.

Option -verbose[:class]

Theverbose option enables verbose output. Currently ovdybose:class
option for tracing of class loading is supported.

13.1.2 Extended Command Line Options

JamaicaVM supports a number of extended options. Some of them are supported
for compatibility with other virtual machines, while some provide functionality
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that is only available in Jamaica . Please note that the extended options may
change without notice. Use them with care.

Option -xhelp (-X)

The xhelp option prints a short help summary on the extended options of Ja-
maicaVM.

Option -Xbootclasspath: path

The Xbootclasspath option sets bootstrap search paths for class bles. The
argument must be a list of directories or JAR/ZIP Ples separated by the platform
dependent path separator char (O:0 on Unix-Systems, O;0 on Windows). Note that
the jamaicavm command has all boot and standard API classes built in. The
boot-classpath has the built-in classes as an implicit brst entry in the path list,
S0 it is not possible to replace the built-in boot classes by other classes which
are not built-in. However, the boot class path may still be set to add additional
boot classes. For commang@snaicavm_slim , jamaicavmp , etc. that do

not have any built-in classes, setting the boot-classpath will force loading of the
system classes from the directories provided in this path. However, extreme care is
required: The virtual machine relies on some internal features in the boot-classes.
Thus itis in general not possible to replace the boot classes by those of a different
virtual machine or even by those of another version of the Jamaica virtual machine
or even by those of a different Java virtual machine. In most cases, it is better to
use-Xbootclasspath/a , Which appends to the bootstrap class path.

Option -Xbootclasspath/a: path

The Xbootclasspath/a option appends to the bootstrap class path. The ar-
gument must be a list of directories or JAR/ZIP bles separated by the platform
dependent path separator char (O:0 on Unix Systems, O;0 on Windows). For further
information, see th&Xbootclasspath option above.

Option -Xbootclasspath/p: path

The Xbootclasspath/p option prepends to the bootstrap class path. The ar-
gument must be a list of directories or JAR/ZIP bles separated by the platform
dependent path separator char (O:0 on Unix Systems, O:0 on Windows). For further
information, see thXbootclasspath option above.
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Option -Xcpus cpus

Specibes the set of CPUs to use. The argument is either an enumefatn@. . .,
arangenl. n2or the tokerall . For exampleP,1,3 will use the CPUs with

ids 0, 1, and 3:Xcpusall  will use all available CPUs. This option is only avail-
able on conbgurations with multicore support. Be aware that multicore support
requires an extra license.

Option -Xms(-ms) size

The Xmsoption sets initial Java heap size, the default settir@MsThis option
takes precedence over a heap size set via an environment variable.

Option -Xmx(-mx) size

The Xmxoption sets maximum Java heap size, the default settiag6dl. This
option takes precedence over a maximum heap size set via an environment vari-
able.

Option -Xmi(-mi) size

The Xmi option sets heap size increment, the default settifgMsThis option
takes precedence over a heap size increment set via an environment variable.

Option -Xss(-ss) size

The Xss option sets stack size (native and interpreter). This option takes prece-
dence over a stack size set via an environment variable.

Option -Xjs(-js) size

The Xjs option sets interpreter stack size, the default settirfgtis. This option
takes precedence over a java stack size set via an environment variable.

Option -Xns(-ns) size

TheXns option sets native stack size, set default settir@fis. This option takes
precedence over a native stack size set via an environment variable.
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Option -Xprof

Collect simple probling information using periodic sampling. This proPle is used
to provide an estimate of the methods which use the most CPU time during the
execution of an application. During each sample, the currently executing method
is determined and its sample count is incremented, independent of whether the
method is currently executing or is blocked waiting for some other event. The
total number of samples found for each method are printed when the application
terminates. Note that compiled methods may be sampled incorrectly since they
do not necessarily have a stack frame. We therefore recommend Xpusie
only for interpreted applications.

This option should not be confused with the probling facilities provided by
jamaicavmp (see Section 13.3.3).

Option -Xcheck:jni

Enable argument checking in the Java Native Interface (JNI). With this option en-
abled the JamaicaVM will be halted if a problem is detected. Enabling this option
will cause a performance impact for the JNI. Using this option is recommended
while developing applications that use native code.

Option -Xmixed

This option is ignored by JamaicaVM and provided only for compatibility.

Option -Xint

This option is ignored by JamaicaVM and provided only for compatibility.

Option -Xbatch

This option is ignored by JamaicaVM and provided only for compatibility.

Option -Xcomp

This option is ignored by JamaicaVM and provided only for compatibility.

Option -XX:+DisplayVMOutputToStderr

When using theXX:+DisplayVMOutputToStderr option in combination
with the -verbose[:class] option, the additional output will be redirected
to the error console.
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Option -XX:+DisplayVMOutputToStdout

When using theXX:+DisplayVMOutputToStdout option in combination
with the -verbose[:class] option, the additional output will be redirected
to the standard console. This is the default setting.

Option -XX:MaxDirectMemorySize= size

The-XX:MaxDirectMemorySize option specibes the maximum total size of
java.nio  (New I/O) direct buffer allocations.

Option -XX:0OnOutOfMemoryError= cmd

The command specibed with theX:OnOutOfMemoryError  option will be
executed when the pr&utOfMemoryError  is thrown.

13.2 Running a VM on a Target Device

In order to runjamaicavm on a target device, the Java runtime system must
be deployed. In Jamaica, the runtime system is platform-specibc and located in
the installationQarget  folder: jamaica-hom#arget/  platforny . It has the
following directory structure:

runtime
+- hin
+- lib

The directorybin contains the VM and other runtime executables, &bd
contains the system classes and other ressources such as time zone information
and security settings. The VM executablgasaicavm_bin  (on Windows,
jamaicavm_bin.exe ).} To runjamaicavm on a device most of the folder
structure of the runtime system must be replicated there:

¥ The bin directory andjamaicavm_bin[.exe] . If any of the other
runtime tools are required, these need to be deployed as well. Note that
these tools requirmmaicavm_bin[.exe] to be present as well.

¥ Thelib directory including all subdirectories and bles except the static
librarieslibjamaica_  *.a , which are only required by the JamaicaVM
development tools.

Ljiamaicavm is merely a script that calls the host platformOs VM executable.
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For instructions on invoking the VM executable and supplying arguments, please
refer to the documentation provided by the supplier of the target platform and Ap-
pendix B.1 of this manual. There, JamaicaVMOs requirements on target platforms
(if applicable) and platform-specibc limitations are documented as well.

The same folder structure is required by all variantgofaicavm (see Sec-
tion 13.3 below) and by applications built with the Builder optidmoMain .

13.3 Variants of jamaicavm

A number of variants of the standard virtual machines are provided for special

purposes. Their features and uses are described in the following sections. All
variants accept the command line options, properties and environment variables
of the standard VM. Some variants accept additional command line options as
specibed below.

13.3.1 jamaicavmslim

jamaicavm_slim is a variant of thgamaicavm command that has no built-
in standard library classes. Instead, it has to load all standard library classes that
are required by the application from the target-specitjar provided in the
JamaicaVM installation.

Compared tgamaicavm , jamaicavm_slim is signibcantly smaller in
size.jamaicavm_slim  may start up more quickly for small applications, but it
will require more time for larger applications. Also, since j@maicavm com-
monly required standard library classes were pre-compiled and optimized by the
Jamaica Builder tool (see Chapter Jjdmaicavm_slim  will perform standard
library code more slowly.

13.3.2 jamaicavmm

jamaicavmm is the multicore variant of thgamaicavm_slim . By using
jamaicavmm , you will automatically benebt from the available cores in your
machine. Be aware that you need to have an extra license to use this.

jamaicavmm accepts the additional command line optiofcpus . See
Section 13.1.2.

13.3.3 jamaicavmp

jamaicavmp is a variant ofamaicavm_slim  that collects probling informa-
tion. This probling information can be used when creating an optimized version
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of the application using optioruseProfile pleof the Jamaica Builder com-
mand (see Chapter 14).

The probling information is written to a Ple whose name is the name of the
main class of the executed Java application with the syflrof . The follow-
ing run of the HelloWorld application available in the examples (see Section 2.4)
shows how the probling information is written after the execution of the applica-
tion.

> jamaicavmp -cp classes HelloWorld

Hello World!
Hello World!
Hello World!
Hello World!
Hello World!
Hello World!

[...]

Start writing profile data into file OHelloWorld.prof®
Write threads data...

Write invocation data...

Done writing profile data

Probling information is written when the applications terminates normally and
returns exitcode 0. Alternatively, probling information is written when the appli-
cation receiveSIGINT (Ctrl-C is pressed).

For explicit termination, the application needs to be rewritten to terminate at a
certain point, e.g., after a timeout or on a certain user input. The easiest means to
terminate an application is via a call&ystem.exit() . Otherwise, all threads
that are not daemon threads need to be terminated.

Requesting proble dumps remotely via a network connection is possible with
the jamaicaremoteprofile command. To enable remote proble dumps,
the propertyjamaica.profile_request_port needs to be set to a port
number. For more information, see Section 5.1.3.

Probling information is always appended to the probling Ple. This means
that probling information from several probling runs of the same application, e.g.
using different input data, will automatically be written into a single probling
ple. To fully overwrite the probling information, e.g., after a major change in the
application, the probling Ple must be deleted manually.

The collection of probling information requires additional CPU time and mem-
ory to store this information. It may therefore be necessary to increase the memory
size. Also expect poorer runtime performance during a probPling run.

jamaicavmp accepts the following additional command line option.
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Option -XprofileFilename: plename

This option selects the name of the Ple to which the proble data is to be written.
If this option is not provided, the default Ple name is used, consisting of the main
class name and the sufiprof

13.3.4 jamaicavmdi

Thejamaicavmdi command is a variant ghmaicavm_slim  that includes

support for the JVMTI debugging interface. It includes a debugging agent that

can communicate with remote source-level debuggers such as Eclipse.
jamaicavmdi  accepts the following additional command line option.

Option -agentlib: libname= optiong

Theagentlib  option loads and runs the dynamic JVMTI agent librilopame

with the given options. Be aware that JVMTI is not yet fully implemented, so not
every agent will work. Jamaica comes with a statically built in debugging agent
that can be selected by settiBgiltinAgent as name. The transport layer
must be sockets. A typical example of using this option is

-agentlib:BuiltinAgent=transport=dt_socket,server=y,
suspend=y,address=8000

(To be typed in a single line.) This starts the application and waits for an incoming
connection of a debugger on port 8000. See Section 8.1 for further information
on the options that can be provided to the built-in agent for remote debugging.

13.4 Environment Variables

The following environment variables contri@maicavm and its variants. The
defaults may vary for host and target platforms. The values given here are for
guidance only. In order to bPnd out the defaults used by a particular VM, invoke it
with command line optiorhelp

CLASSPATHPath list to search for class bles.

JAMAICAVM_SCHEDULING_POLICYative thread scheduling policy on POSIX
systems. Setting the scheduling policy may require root access. These are
the available values:

¥ OTHERN default scheduling
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¥ FIFO N brstin brst out
¥ RRN round robin

The default isOTHER For obtaining real-time performancglFO is re-
quired. See Section 10.5.3 for details.

JAMAICAVM_HEAPSIZEHeap size in bytes, default 2M
JAMAICAVM_MAXHEAPSIZBMax heap size in bytes, default 768M

JAMAICAVM_HEAPSIZEINCREMENTMeap size increment in bytes, default
4M

JAMAICAVM_JAVA_ STACKSIZEJava stack size in bytes, default 64K
JAMAICAVM_NATIVE_STACKSIZENative stack size in bytes, default 150K
JAMAICAVM_NUMTHREADSItial number of Java threads, default: 10

JAMAICAVM_MAXNUMTHREAD@&ximum number of Java threads, default:
511

JAMAICAVM_NUMJNITHREAD#iitial number of threads for the JNI function
JNI_AttachCurrentThread , default: 0

JAMAICAVM_PRIMAPPriority mapping of Java threads to native threads

JAMAICAVM_TIMESLICE Time slicing for instances gava.lang.Thread
See Builder optionimeSlice

JAMAICAVM_CONSTGCWORHKount of garbage collection per block if set to
value> 0. Amount of garbage collection depending on amount of free mem-
ory if set to 0. Stop the world GC if set to -1. Default: 0.

JAMAICAVM_ANALYZEEnable memory analysis mode with a tolerance given
in percent (see Builder optiamalyze ), default: O (disabled).

JAMAICAVM_RESERVEDMEMO®#f the percentage of memory that should be
reserved by a low priority thread for fast burst allocation (see Builder option
reservedMemory ), default: 10.

JAMAICAVM_SCOPEDSIZESize of scoped memory, default: 0

JAMAICAVM_IMMORTALSIZESize of immortal memory, default: 0



152 CHAPTER 13. THE JAMAICA VIRTUAL MACHINE COMMANDS

JAMAICAVM_PROFILEFILENAME-ile name for proble, defaultlassprof
whereclassis the name of the main class. This variable is only recognized
by VMs with probling support.

JAMAICAVM_CPUSCPUSs to use. This is either an enumeratdnnz, ..., a
rangenl. n2, orthe tokerall (default). This variable is only recognized
by VMs with multicore support.

13.5 Java Properties

A Java property is a string name that has an assigned string value. This sec-
tion lists Java properties that Jamaica uses in addition to those used by a stan-
dard Java implementation. These properties are available with the pre-built VM
commands described in this chapter as well as for applications created with the
Jamaica Builder.

13.5.1 User-Debnable Properties

The standard libraries that are delivered with JamaicaVM can be conbgured by
setting specibc Java properties. A property is passed to the Java code via the
JamaicaVM option

-Dnamesvalue
or, when building an application with the Builder, via option
-XdefineProperty+= name-value

jamaica.cost_monitoring_accuracy =num
This integer property specibes the resolution of the cost monitoring that is
used for RTSJOs cost overrun handlers. The accuracy is given in nanosec-
onds, the default value 8000000 , i.e., an accuracy of 5ms. The accuracy
specibes the maximum value the actual cost may exceed the given cost bud-
get before a cost overrun handler is bPred. A high accuracy (a lower value)
causes a higher runtime overhead since more frequent cost budget checking
is required. See also Section 9.4, Limitations of the RTSJ implementation.

jamaica.cpu_mhz  =num
This integer option specibes the CPU speed of the system JamaicaVM ex-
ecutes on. This number is used on systems that have a CPU cycle counter
to measure execution time for the RTSJOs cost monitoring functions. If the
CPU speed is not set and it could not be determined from the system (e.g.,
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on Linux via reading Pléproc/cpuinfo ), the CPU speed will be mea-
sured on VM startup and a warning will be printed. An example setting for
a system running at 1.8GHz would bBjamaica.cpu_mhz=1800.0

jamaica.monotonic_currentTimeMillis
Enable an additional check that enforces that the mejaeallang.
System.currentTimeMillis() always returns a non-negative and
monotonically increasing value.

jamaica.err_to_file
If a Ple name is given, all output sent to System.err will be redirected to this
ple.

jamaica.err_to_null
If set to true, all output sent to System.err will be ignored. This is useful for
graphical applications if textual output is very slow. The default value for
this property is false.

jamaica.finalizer.pri =n
This property specibes the Java priority to be used for the Finalizer thread.
This thread is responsible for the exeuctiofinélize methods after the
garbage collector has discovered that an object is eligible for Pnalization. If
not set, the defaujava.lang.Thread. MAX_PRIORITY "2(=8)is
used. Setting the priority tb 1 deactivates the Pnalizer thread.

jamaica.fontproperties = resource
This property specibes the name of a resource that instructs JamaicaVM
which fonts to load. The default value ég@m/aicas/jamaica/awt/
fonts.properties . The property may be set to a user debned resource
Ple to change the set of supported fonts. The specibed Ple itself is a property
ple that maps font names to resource ble names. For more details and an
example see Appendix A.3.2.

jamaica.full_stack trace _on_sig_quit
If this Boolean property is set, then the default handler for POSIX signal
SIGQUIT (Ctrl\  on Unix-based platforms) is changed to print full stack
trace information in addition to information on thread states, which is the
default. See als@maica.no_sig_quit_handler

jamaica.jaraccelerator.debug
Boolean property used for enabling or disabling displaying debug output
concerning the steps performed for loading the compiled code of an Accel-
erated JAR. This property is setfmlse by default.
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jamaica.jaraccelerator.load
Boolean property used for enabling or disabling loading the compiled code
of an Accelerated JAR. This property is sefatse by default.

jamaica.java_thread_default_affinity
Default afPnity set of normal Java threads. E/g8,9 for CPUs 7, 8 and
9. If this property is not set or has the valdefault , the set of all CPUs
available to the VM will be used by default for normal Java threads.

jamaica.heap_so_default_affinity
Default afpnity set of RTSJ schedulable obje®edltimeThread and
AsyncEventHandler ) runningin heap memory. E.d,1,2 for CPUs
0, 1 and 2. If this property is not set or has the valegault , the set of
all CPUs available to the VM will be used by default for these schedulable
objects.

jamaica.loadLibrary_ignore_error
This property specibes whether every unsuccessful attempt to load a native
library dynamically via System.loadLibrary() should be ignored by the VM
at runtime. If set to true and System.loadLibrary() fails, no UnsatiPedLink-
Error will be thrown at runtime. The default value for this property is false.

jamaica.noheap_so_default_affinity
Default afPnity set of RTSJ schedulable obje®edltimeThread and
AsyncEventHandler ) running in no-heap memory. E.g4,5,6 for
CPUs 4, 5 and 6. If this property is not set or has the valefult
the set of all CPUs available to the VM will be used by default for these
schedulable objects.

jamaica.no_sig_int_handler
If this boolean property is set, then no default handler for POSIX signal
SIGINT (Ctrl-C  on most platforms) will be created. The default han-
dler that is used when this property is not set prints- O break. O to
System.err  and callsSystem.exit(130)

jamaica.no_sig_quit_handler
If this Boolean property is set, then no default handler for POSIX sig-
nal SIGQUIT Ctrl-\ on Unix-based platforms) will be created. The
default handler that is used when this property is not set prints the cur-
rent thread states via a call tmm.aicas.jamaica.lang.Debug.
dump.ThreadStates() . See alsgamaica.full_stack_trace_
on_sig_quit
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jamaica.no_sig_term_handler
If this boolean property is set, then no default handler for POSIX signal
SIGTERM (default signal sent Will ) will be created. The default han-
dler that is used when this property is not set primts O terminate. O
to System.err  and callsSystem.exit(143)

jamaica.out_to_file
If a Ple name is given, all output sent to System.out will be redirected to this
ple.

jamaica.out_to_null
If set to true, all output sent to System.out will be ignored. This is useful
for graphical applications if textual output is very slow. The default value
for this property is false.

jamaica.profile_force_dump
If set to true , force a proble dump even if the application or VM did
not terminate normally. Note that this property only overrides the exitcode
check of the VM upon termination. It does not activate probling by itself.

jamaica.profile_groups = groups
To analyze the application, additional information can be written to the pro-
Ple ble. This can be done by specifying one or more (comma separated)
groups with that property. The following groups are currently supported:
builder  (default), memory, speed, all . See Chapter 5 for more de-
tails.

jamaica.profile_request_port = port
When using the probling version of JamaicaVjginjaicavmp or an ap-
plication built with Qprofile=true 0), then this property may be set
to an integer value larger th@nto permit an external request to dump the
proble information at any point in time. Setting this property to a value
larger than0 also supresses dumping the proble to a bPle when exiting the
application. See Section 5.1.3 for more details.

jamaica.processing_group_default_affinity
Default afbPnity set for RTSJ processing groups (cRssessingGroup-
Parameters ). E.g.,10,11 for CPUs 10 and 11. If this property is not
set or has the valugefault , the set of all CPUs available to the VM will
be used.

jamaica.reference_handler.pri =n
This property specibes the Java priority to be used for the Reference Han-
dler thread. After the garbage collector has detected that an instance of
SoftReference , WeakReference , or PhantomReference (pack-
agejava.lang.ref ) is eligible for being cleared and equeued, this thread
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will clear and enqueue the reference. It also enqueues objects that became
eligible for bnalization (se@mmaica.finalizer.pri above). If not
set the defaulfava.lang.Thread. MAX_PRIORITY (= 10) is used.

Jamaica gives this thread a higher eligibility than all other threads with the
same or a lower Java priority. Its priority micro-adjustmentis For more
information on eligibility, see the methoasicroAdjustPriority of
com.aicas.jamaica.lang.Scheduler

jamaica.reservation_thread_affinity
Afbnity to be used for memory reservation threads. The cardinality of the
given set debPnes the number of memory reservation threads to be used. E.g.,
12,13 to use two memory reservation threads running on CPUs 12 and 13.
If this property is not set or has the valdefault , one reservation thread
will be created for each CPU available to normal Java threads as debPned by
propertyjamaica.java_thread_default_affinity

jamaica.reservation_thread_priority =n
If set to an integer value larger than or equabtothis property instructs
the virtual machine to run the memory reservation thread at the given Java
priority. A value of0 will result at a Java priorityl with micro adjustment
-1, i.e., the scheduler will give preference to other threads running at prior-
ity 1. By default, the priority of the reservation thread is sed tf.e., Java
priority 1 with micro adjustment -1). The priority may be followed by a
or - character to select priority micro-adjustmextt or -1 , respectively.
Setting this property, e.g., b0+ will run the memory reservation thread
at a priority higher than all normal Java threads, but lower than all RTSJ
threads. See Section 7.1.5 for more detalils.

jamaica.scheduler_events_port
This property debnes the port where JamaicaTrace can connect to receive
scheduler event notibcations.

jamaica.scheduler_events_port_blocking
This property debnes the port where JamaicaTrace can connect to receive
scheduler event notibcations. The Jamaica runtime system stops before en-
tering the main method and waits for JamaicaTrace to connect.

jamaica.scheduler_events_recorder_affinity
Afbnity of the VM thread that records scheduler events for JamaicaTrace.
Use this property to restrict on which CPUs this thread may run. By de-
fault, the thread may run on any of the CPUs available to the VM. See also
Chapter 17.
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jamaica.softref.minfree
Minimum percentage of free memory for soft references to survive a GC
cycle. If the amount of free memory drops below this threshold, soft refer-
ences may be cleared. In JamaicaVM, the Pnalizer thread is responsible for
clearing soft references. The default value for this property is 10%.

jamaica.x11.display
This property debPnes the X11 display to use for X11 graphics. This property
takes precedence over a display set via the environment variable DISPLAY.

jamaica.xprof =n
If set to an integer value larger th&hand less or equal ta000, this
property enables thamaicavm Os optionXprof . If set, the propertyOs
value specibes the number of probling samples to be taken per second, e.g.,
-Djamaica.xprof=100 causes the probling to make 100 samples per
second. See Section 13.1.2 for more details.

java.home =dir
The home of the Java runtime environment. When Java standard classes
need to locate their associated resources N for example, time zone infor-
mation N the folderdir/lib  is searched. If the directory exists and the
resource is found, it is taken from there, otherwise the resource built into
the executable is used.

The main use of this property is to override resources built into a VM ex-
ecutable. If the property is not set, it is computed based on the location
of the VM or application executable. If the executableOs parent folder is
bin the property is set to the parent of thim folder. Otherwise, or if the
parent directory of the executable cannot be determined (lacking operating
system functionality) the value of this property and derived properties such
as the bootclasspath may be undebned. It might then be necessary to set this
property and the bootclasspath explicitly on the command line through the

VM options-D and-Xbootclasspath . Note that setting this property
on the command line does not affect the bootclasspath, so it must be set as
well.

13.5.2 Predebned Properties

The JamaicaVM debnes a set of additional properties that contain information
specibc to Jamaica:

jamaica.boot.class.path
The boot class path used by JamaicaVM. This is not set when a stand-alone
application has been built using the Builder (see Chapter 14).
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jamaica.buildnumber
The build number of the JamaicaVM.

jamaica.byte_order
One ofBIG_ENDIAN or LITTLE_ENDIAN depending on the endianness
of the target system.

jamaica.heapSizeFromEnv
If the initial heap size may be set via an environment variable, this is set to
the name of this environment variable.

jamaica.immortalMemorySize
The size of the memory available for immortal memory.

jamaica.maxNumThreadsFromEnv
If the maximum number of threads may be set via an environment variable,
this is set to the name of this environment variable.

jamaica.numThreadsFromEnv
If the initial number of threads may be set via an environment variable, this
is set to the name of this environment variable.

jamaica.release
The release number of the JamaicaVM.

jamaica.scopedMemorySize
The size of the memory available for scoped memory.

jamaica.version
The version number of the JamaicaVM.

jamaica.word_size
One 0f32 or 64 depending on the word size of the target system.

sun.arch.data.model
One 0f32 or 64 depending on the word size of the target system.

13.6 Exitcodes

Tab. 13.1 lists the exit codes of the Jamaica VMs. Standard exit codes are exit
codes of the application program. Error exit codes indicate an error such as insuf-
Pcient memory. If you get an exit code of an internal error please contact aicas
support with a full description of the runtime condition or, if available, an example
program for which the error occurred.
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Standard exit codes

0

Normal termination

1

Exception or error in Java program

2..63

Application specibc exit code fro@ystem.exit()

Error codes

64

JamaicaVM failure

65

VM not initialized

66

Insufbcient memory

67

Stack overf3ow

68

Initialization error

69

Setup failure

70

Clean-up failure

71

Invalid command line arguments

72

No main class

73

Exec() failure

Intern

al errors

100

Serious errorHALT called

101

Internal error

102

Internal test error

103

Function or feature not implemented

104

Exit by signal

105

Unreachable code executed

130

POSIX signal Sigint

143

POSIX signal SigTerm

255

Unexpected termination

Table 13.1: Exitcodes of the Jamaica VMs
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Chapter 14

The Jamaica Builder

Traditionally, Java applications are stored in a set of Java class Ples. To run an
application, these bles are loaded by a virtual machine prior to their execution.
This method of execution emphasizes the dynamic nature of Java applications
and allows easy replacement or addition of classes to an existing system.

However, in the context of embedded systems, this approach has several dis-
advantages. An embedded system might not provide the necessary ble system
device and Pble system services. Instead, it is preferable to have all bles relevant
for an application in a single executable ble, which may be stored in read only
memory (ROM) within an embedded system.

The Builder provides a way to create a single application out of a set of class
Ples and the Jamaica virtual machine.

14.1 How the Builder tool works

Fig. 14.1 illustrates the process of building a Java application and the JamaicaVM
into a single executable ble. The Builder takes a set of Java class Ples as input
and by default produces a portable C source ble which is compiled with a native
C compiler to create an object Ple for the target architecture. The build object ble
is then linked with the Ples of the JamaicaVM to create a single executable ble
that contains all the methods and data necessary to execute the Java program.

14.2 Builder Usage

The Builder is a command-line tool. It is namanaicabuilder . A variety
of arguments control the work of the Builder tool. The command line syntax is as
follows:

161
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* class

Y

jamaicabuilder }—®» C source file —®»{ C compiler

I Ly

P LT

profiling data e
T object file
executable -— linker

Figure 14.1: The Builder tool

jamaicabuilder [ optiong [ clasg

The Builder accepts numerous options for conbguring and Pne-tuning the created
executable. The class argument identibes the main class. It is required unless the
main class can be inferred otherwise N for example, from the manifest of a jar
ple.

The options may be given directly to the Builder via the command line, or
by using conbguration blésOptions given at the command line take priority.

Options not specibed at the command line are read from conbguration bles in the
following manner:

¥ The host target is read frojamaica-homéetc/global.conf and is
used as the default target. This Ple should not contain any other information.

¥ If the Builder option-configuration is used, the remaining options
are read from the ble specibed with this option.

¥ Otherwisgamaica-hom#arget/  platform/etc/jamaica.conf , the
target-specibc conbguration Ple, is used.

Aliases are not allowed as keys in conbguration bles.
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The general format for an option is eithesptionfor an option without argument
or - option=value for an option with argument. The following special syntax is
accepted:

¥ For an option that accepts a list of values, e:glasspath , the list
from the conbguration may be extended on the command line using the
following syntax:-classpath+=  path The value from the conbguration
is prepended with the value provided on the command line.

¥ Toread values for an option that accepts a list of values,-elgsspath
from a Ple instead from the command line or conbguration Ple, use this syn-
tax: -classpath=@ bleor -classpath+=@ Ple This reads the values
from Pleline by line. Empty lines and lines starting with the character O#O
(comment) are ignored.

Options that permit lists of arguments can be set by either providing a single list,
or by providing an instance of the option for each element of the list. For example,
the following are equivalent:

-classpath=system_classes:user_classes
-classpath=system_classes -classpath=user_classes

The separator for list elements depends on the argument type and is documented
for the individual options. As a general rule, paths and Ple names are separated
by the system-specibc separator character (colon on Unix systems, semicolon on
Windows), for identibers such as class names and package names the separator is
space, and for maps the separator is comma.

If an optionOs argument contains spaces (for example, a ble names with spaces
or an argument list) that option must be enclosed in double quotes)(Orhe
following are well-formed options:

"-includeClasses=java.lang... java.util. *"
"-classpath+=system_classes:installation directory"

Options that permit a list of mappings as their arguments require one equals sign
to start the arguments list and another equals for each mapping in the list.

-priMap=1=5,2=7,3=9

Default values for many options are target specibc. The actual settings may
be obtained by invoking the Builder witthelp . In order to Pnd out the settings
for a target other than the host platform, inclutirget=  platform

The Builder stores intermediate Ples, in particular generated C and object bles,
in a temporary folder in the current working directory. For concurrent runs of the
Builder, in order to avoid conficts, the Builder must be instructed to use distinct
temporary directories. In this case, please use the Builder ojitigodir  to set
specifc directories.
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14.2.1 General

The following are general options which provide information about the Builder
itself or enable the use of script bles that specifying further options.

Option -help (-h, -?)

Thehelp option displays the Builder usage and a short description of all possible
standard command line options.

Option -Xhelp

The Xhelp option displays the Builder usage and a short description of all pos-
sible extended command line options. Extended command line options are not
needed for normal control of the the Builder command. They are used to con-
Pgure tools and options, and to provide tools required internally for Jamaica VM
development.

Option -agentlib= lib=optior=val, option=val}

Theagentlib  option loads and runs the dynamic JVMTI agent librélopame
with the given options.

Jamaica comes with a statically built in debugging agent that can be selected
by settingBuiltinAgent as name. The transport layer must be sockets. A
typical example would be:agentlib=BuiltinAgent=transport=dt_
socket,server=y,suspend=y,address=8000 . This starts the appli-
cation and waits for an incoming connection of a debugger on port 8000. The
BuiltinAgent is currently the only agent supported by JamaicaVM.

Option -version

Print the version of Jamaica Builder and exit.

Option -verbose= n

Theverbose option sets the verbosity level for the Builder. At level 1, which

is the default, warnings are printed. At level 2 additional information on the build
process that might be relevant to users is shown. At level O all warnings are
suppressed. Levels above 2 are reserved.
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Option -jobs= n

Thejobs option sets the number of parallel jobs for the Builder. Parts of the
Builder work will be performed in parallel if this option is set to a value larger
than one. Parallel execution may speed up the Builder.

Option -showSettings

Print the Builder settings. To make these settings the default, ref@atsEca-
hométarget/  platfornyetc/jamaica.conf by the output.

Option -saveSettings=  ble

If the saveSettings  option is used, the Builder options currently in effect are
written to the provided Ple. To make these settings the default, rejalanzeca-
hométarget/  platfornfetc/jamaica.conf by the output.

Option -configuration= ple

The configuration option specibes a ble to read the set of options used by
the Builder. The format must be identical to the one in the default conbguration
ple jamaica-homAarget/  platfornfetc/jamaica.conf ). When set, the
plejamaica-homéarget/  platform/etc/jamaica.conf is ignored.

14.2.2 Classes, bles and paths

These options allow to specify classes and paths to be used by the Builder.

Option -classpath (-cp)[+]= classpath

Theclasspath  option specibes the paths that are used to search for class bles.

A list of paths separated by the path separator char (0:0 on Unix systems, O;0 on
Windows) can be specibed. This list will be traversed from left to right when the
Builder tries to load a class.

Option -enableassertions (-ea)

The enableassertions option enables assertions for all classes. Assertions
are disabled by default.
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Option -main= class

The main option specibes the main class of the application that is to be built.
This class must contain a static methamd main(String[] args) . This
method is the main entry point of the Java application.

If the main option is not specibed, the brst class of the classes list that is
provided to the Builder is used as the main class.

Option -jar= Pble

Thejar option specibes a JAR Ple with an application that is to be built. This
JAR ble must contain BIANIFESTwith a Main-Class entry.

Option -includeClasses[+]=" clasg packagg clas§ packagé"

The includeClasses option forces the inclusion of the listed classes and
packages into the created application. The listed classes with all their methods
and Pelds will be included. This is useful or even necessary if you use rel3ection
with these classes.

Arguments for this option can be: a class name to include the class with all
methods and Pelds, a package name followed by an asterisk to include all classes
in the package or a package name followed by @ to include all classes in the
package and in all sub-packages of this package.

Example:
-includeClasses="java.beans.XMLEncoder java.util. *
java.lang..."
includes the clagava.beans.XMLEncoder , all classes ifava.util and

all classes in the packageva.lang  and in all sub-packages @dva.lang
such agava.lang.ref

| TheincludeClasses option affects only the listed classes themselves.
" Subclasses of these classes remain subject to smart linking.

| From a Unix shell, when specifying an inner class, the dollar sign must be
preceded by backslash. Otherwise the shell interprets the class name as an
environment variable.
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Option -excludeClasses[+]=" clasg packagg¢ clas§ packagé"

The excludeClasses  option forces exclusion of the listed classes and pack-
ages from the created application. The listed classes with all their methods and
pelds will be excluded, even if they were previously included usiolgide JAR
orincludeClasses . Thisis useful if you want to load classes at runtime.

Arguments for this option can be: a class name to exclude the class with all
methods and Pelds, a package name followed by an asterisk to exclude all classes
in the package or a package name followed by D to exclude all classes in the
package and in all sub-packages of this package.

Example:

-excludeClasses="com.examplel.UnwantedClass
com.example2. * com.example3..."

excludes the classom.examplel.UnwantedClass , all classes incom.
example2 and all classes in the packagem.example3 and in all sub-packages
of com.example3 such asom.example3.subpackage

| TheexcludeClasses  option affects only the listed classes themselves.

Option -includeJAR[+]= plg: ble

The includeJAR option forces the inclusion of all classes and all resources
contained in the specibed Ples. Any archive listed here must be in the classpath
or in the bootclasspath. If a class needs to be included, the implementation in
theincludeJAR Pble will not necessarily be used. Instead, the prst implemen-
tation of this class which is found in the classpath will be used. This is to ensure
the application behaves in the same way as it would if it were called with the
jamaicavm orjava command.

Despite its name, the option accepts directories as well. Multiple archives (or
directories) should be separated by the system specibc path separator:: @lon O
on Unix systems and semicolon@on Windows.

Option -excludeJAR[+]=  Plg: blg

TheexcludeJAR option forces the exclusion of all classes and resources con-
tained in the specibed bles. Any class and resource found will be excluded from
the created application. Use this option to load an entire archive at runtime.

Despite its name, the option accepts directories as well. Multiple archives (or
directories) should be separated by the system specibc path separator:: @lon O
on Unix systems and semicolon@on Windows.



168 CHAPTER 14. THE JAMAICA BUILDER

Option -destination (-0)= name

Thedestination option specibes the name of the destination executable to be
generated by the Builder. If this option is not present, the name of the destination
executable is the simple name of the main class.

The destination name can be a path into a different directory. E.g.,

-destination myproject/bin/xyz

may be used to save the created executajmein myproject/bin

Option -tmpdir="name

Thetmpdir option may be used to specify the name of the directory used for
temporary Ples generated by the Builder (such as C source and object bles for
compiled methods).

Option -resource[+]= nameg: name

This option causes the inclusion of additional resources in the created application.
A resource is additional data (such as image bles, sound Ples etc.) that can be
accessed by the Java application. Within the Java application, the resource data
can be accessed using the resource name specibed as an argussmnirce

To load the resource, a call ©ass.getResourceAsStream( nameg can

be used.

If a resource is supposed to be in a certain package, the resource name must
include the package name. Any O.0 must be replaced by O/0. E.g., thABSource
from packagdoo.bar can be added usingesource=foo/bar/ABC

The Builder uses the class path provided through the optiasspath
to search for resources. Any path containing resources that are provided using
resource must therefore be added to the path providedasspath

This option expects a list of resource Ples that are separated using the platform
dependent path separator character (e.g., 0:0).

Option -setFonts="  font{ font}"

The setFonts  option can be used to choose the set of TrueType fonts to be
included in the target application. The font familigans , serif , mono are
supported. The argumen&dl andnone cause inclusion of all or no fonts,
respectively. The default is platform dependent and may be obtained by invoking
the Builder with-help . To use TrueType fonts, a graphics system must be set.
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Option -setGraphics=  system

The setGraphics  option can be used to set the graphics system used by the
target application. If no graphics is required, it can be sebioe .
To get a list of all possible values, invoke the Builder witielp

Option -setLocalCryptoPolicy= policy

The setLocalCryptoPolicy option sets the local crypto policy ble to be
used by the target application. The Ple must be present in the Jamaica installation
in the folderjamaica-hom#Aarget/  platform/lib/security/

For stronger encryption support, this should be sdinted local
policy.jar or unlimited_local_policy.jar . Please note that the re-
quired policy bles are not part of a standard Jamaica installation. They can be
provided on request.

Option -setLocales=" localg{ locale™

ThesetLocales option can be used to choose the set of locales to be included
in the target application. This involves date, currency and number formats. Lo-
cales are specibed by a lower-case, two-letter code as debned by ISO-639.
Example:-setLocales="de en" will include German and English lan-
guage resources. All country information of those locales, e.g. Swiss currency,
will also be included.
To get a list of all possible values, invoke the Builder witielp

Option -setTimeZones[+]=" timezong timezoné"

The setTimeZones option can be used to choose the set of time zones to be
included in the target application. By default all time zones are built in.

Examples:-setTimeZones=Europe/Berlin will include the time zone
of Berlin only,-setTimeZones=Europe  willinclude all European time zones,
-setTimeZones="Europe/Berlin America/Detroit" includes time
zones for Berlin and Detroit.

See the foldejamaica-hom#arget/  platfornylib/zi for the available
time zones.

Option -setProtocols=" protocof protocol”

The setProtocols option can be used to choose the set of protocols to be
included in the target application.
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Example:-setProtocols="http https" will include handlers for the
HTTP and HTTPS protocols.
To get a list of all possible values, invoke the Builder witielp

14.2.3 Probling and compilation

By default, the Builder compiles all application classes and a predebned set of the
system classes. Probling and compilation options enable to Pne tune the compila-
tion process for optimal runtime performance of applications generated with the
Builder.

Option -interpret (-Xint)

Theinterpret option disables compilation of the application. This results in a
smaller application and in faster build times, but it causes a signibPcant slow down
of the runtime performance.

If none of the optionsnterpret , compile , or useProfile IS spec-
iPed, then the default compilation will be used. The default means that a pre-
generated proble will be used for the system classes, and all application classes
will be compiled fully. This default usually results in good performance for small
applications, but it causes extreme code size increase for larger applications and
it results in slow execution of applications that use the system classes in a way
different than recorded in the system proble.

Option -compile

Thecompile option enables static compilation for the created application. All
methods of the application are compiled into native code causing a signibcant
speedup at runtime compared to the interpreted code that is executed by the virtual
machine. Use compilation whenever execution time is important. However, it
is often sufpbcient to compile about 10 percent of the classes, which results in
much smaller executables of comparable speed. You can achieve this by using
the optiongrofile  anduseProfile instead ofcompile . For a tutorial on
probling see Section Performance Optimization in the user manual.

Option -profile

Theprofile  option builds an application that collects information on the amount
of run time spent for the execution of different methods. This information is
dumped to a ble after a test run of the application has been performed. Collec-
tion of proble information is cumulative. That is, when this Ple exists, probling
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information is appended. The name of the Ple is derived from the name of the
executable given via théestination option. Alternatively, it may be given
with the optionXprofileFilename

The information collected in a probling run can then be used as an input for the
optionuseProfile  to guide the compilation process. For a tutorial on probling
see Section Performance Optimization in the user manual.

Option -useProfile[+]= ble(: ble

The useProfile option instructs the Builder to use probling information col-
lected using the Builder optigorofile  to restrict compilation to those methods
that were most frequently executed during the probling run. The percentage of
methods to be compiled is 10 by default, unlpsscentageCompiled is set

to a different value. For a tutorial on probling see Section Performance Optimiza-
tion in the user manual.

This option accepts plain text bles, GZIP compressed text bles and ZIP archives
consisting of plain text proble entries. All archive entries are required to be pro-
ples.

It is possible to use this option in combination with the optmofile
This may be useful when the fully interpreted application is too slow to obtain a
meaningful proble. In such a case one may achieve sufpcient speed up through an
initial proble, and use the probled application to obtain a more precise proble for
the Pnal build.

Multiple probles should be separated by the system specibc path separator:
colon @O on Unix systems and semicolgrdmn Windows.

Option -percentageCompiled= n

Use probling information collected usingofile to restrict compilation to
those methods that were most frequently executed during the probling run. The
percentage of methods that are to be compiled is given as an argument to the op-
tion percentageCompiled . It must be between 0 and 100. Selecting 100
causes compilation of all methods executed during the probling run, i.e., methods
that were not called during probling will not be compiled.

Option -includeInCompile[+]=" clasg method clasy method"

TheincludelnCompile option forces the compilation of the listed methods
(when not excluded from the application by the smart linker or by any other
means). Either a single method, all methods with the same name or all methods
of classes or even packages can be specibed.
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Examplescom.user.MyClass.toString()Ljava/lang/String;
refers to the single methodiom.user.MyClass.toString to all meth-
ods with this name, independent of the signatwan.user.MyClass  refers
to all methods in this classom.user. =* to all classes in this package and
com.user... to all classes in this package and all subpackages.

Option -excludeFromCompile[+]=" clas§ method clas§ method"

TheexcludeFromCompile  option disables the compilation of the listed meth-

ods. Either a single method, all methods with the same name or all methods of

classes or even packages can be specibed.
Examplescom.user.MyClass.toString()Ljava/lang/String;

refers to the single methoadiom.user.MyClass.toString to all meth-

ods with this name, independent of the signatwa@m.user.MyClass  refers

to all methods in this clasgsom.user. =* to all classes in this package and

com.user... to all classes in this package and all subpackages.

Option -inline= n

When methods are compiled (via one of the optioamspile , useProfile
orinterpret=false ), this option can be used to set the level of inlining to be
used by the compiler. Inlining typically causes a signibcant speedup at runtime
since the overhead of performing method calls is avoided. Nevertheless, inlining
causes duplication of code and hence might increase the binary size of the appli-
cation. In systems with tight memory resources, inlining may therefore not be
acceptable

Eleven levels of inlining are supported by the Jamaica compiler ranging from
0 (no inlining) to 10 (aggressive inlining).

Option -optimize (-optimise)= type

The optimize  option enables to specify optimizations for the compilation of
intermediate C code to native code in a platform independent manner, typere

is one ofnone, size , speed, andall . The optimization 3ags only affect the
C compiler, and they are only given to it if the application is compiled without the
debug option.

Option -target=  platform

Thetarget option specibes a target platform. For a list of all available platforms
of your Jamaica VM Distribution, us€availableTargets
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14.2.4 Smart linking

Smart linking and compaction are techniques to reduce the code size and heap
memory required by the generated application. These techniques are controlled
by the following options.

Option -smart

If the smart option is set, which is the default, smart linking takes place at the
level of belds and methods. That is, unused Pelds and methods are removed from
the generated code. Otherwise smart linking may only exclude unused classes as
a whole. Settingmart can result in smaller binary bles, smaller memory usage
and faster code execution.

Smart linking at the level of Pelds and methods may not be used for appli-
cations that use JavaOs reRection API (including reRRection via the Java Native
Interface JNI) to load classes that are unknown at buildtime and therefore cannot
be included into the application. This is, for example, the case for classes, which
are loaded from a web server at runtime. In such situationssosart=false
to disable smart linking.

Classes loaded via ref3ection that are known at buildtime should be included
via Builder optiongncludeClasses orincludeJAR . These options selec-
tively disable smart linking for the included classes.

| Failuresin code execution due to smart linking at the level of Pelds and meth-
ods can be hard to detect. Consider a scenario where a maif)odf a class

Ais overridden in a subclagd If smart linking detects thaA.m() is used but

B.m() is not, then the executable will contafam() but notB.m() . If m()

is called onB via rel3ection the method.m() will, erroneously, be executed

instead.

Option -closed

For an application that islosed , i.e., that does not load any classes dynamically
that are not built into the application by the Builder, additional optimization may
be performed by the Builder and the static compiler. These optimizations cause
incorrect execution semantics when additional classes will be added dynamically.
Setting optiorclosed to true enables such optimizations, a signipcant enhance-
ment of the performance of compiled code is usually the result.

The additional optimization performed whetosed is set include static
binding of virtual method calls for methods that are not redePned by any of the
classes built into the application. The overhead of dynamic binding is removed
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and even inlining of a virtual method call becomes possible, which often results
in even further possibilities for optimizations.

Note that care is needed for an open application that uses dynamic loading
even whertlosed is not set. For an open application, it has to be ensured that all
classes that should be available for dynamically loaded code need to be included
fully using optionincludeClasses orincludeJAR . Otherwise, the Builder
may omit these classes (if they are not referenced by the built-in application), or
it may omit parts of these classes (certain methods or belds) that happen not to be
used by the built-in application.

Option -showlincludedFeatures

TheshowlincludedFeatures option causes the Builder to display the list of
classes, methods, Pelds and resources that were included in the target applica-
tion. This option can help identify the features that were removed from the target
application through mechanisms such as smart linking.

The output of this option consists of lines starting with the sttMGLUDED
CLASSINCLUDED METHQINCLUDED FIELDorINCLUDED RESOURCE
followed by the name of the class, method, Peld or resource. For methods, the sig-
nature is shown as well.

Option -showExcludedFeatures

The showExcludedFeatures option causes the Builder to display the list of
methods and Pelds that were removed from the target application through mecha-
nisms such as smart linking. Only methods and Pelds from classes present in the
built application will be displayed. Used in conjunction wiiticludeClasses
excludeClasses , includeJAR andexcludeJAR this can help identify
which classes were included only partially.

The output of this option consists of lines starting with the steExC_LUDED
METHODr EXCLUDED FIELOollowed by the name and signature of a method
or beld, respectively.

Option -showNumberOfBlocks

The showNumberOfBlocks option causes the Builder to display a table with
the number of blocks needed by all the classes included in the target application.
This option can help to calculate the worst case allocation time.

The output of this option consists of a two columns table. The Prst column is
namedClass: and the second is nam&tbcks: . Next lines contain the name
of each class and the corresponding number of blocks.
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14.2.5 Heap and stack conbguration

Conbguring heap and stack memory has an important impact not only on the
amount of memory required by the application but on the runtime performance

and the realtime characteristics of the code as well. The Jamaica Builder therefore
provides a number of options to conbgure heap memory and stack available to
threads.

Option -heapSize= n[K|M]

The heapSize option sets the heap size to the specibed size given in bytes.
The heap is allocated at startup of the application. It is used for static global
information (such as the internal state of the Jamaica Virtual Machine) and for the
garbage collected Java heap.

The heap size may be succeeded by the letter OKO or OMO to specify a size in
KBytes (1024 bytes) or MBytes (1048576 bytes ). The minimum required heap
size for a given application can be determined using oitalyze .

Option -maxHeapSize= n[K|M]

The maxHeapSize option sets the maximum heap size to the specibed size
given in bytes. If themaximum heap size is larger than the heap size, the heap
size will be increased dynamically on demand.

The maximum heap size may be succeeded by the letter OKO or OMO to specify
a size in KBytes (1024 bytes) or MBytes (1048576 bytes). The minimum value is
0 (for no dynamic heap size increase).

Option -heapSizelncrement= n[K|M]

The heapSizelncrement option specibes the steps by which the heap size
can be increased when the maximum heap size is larger than the heap size.

The maximum heap size may be succeeded by the letter OKO or OMO to specify
a size in KBytes (1024 bytes) or MBytes (1048576 bytes). The minimum value is
64Kk.

Option -javaStackSize= n[K|M]

ThejavaStackSize  option sets the stack size to be used for the Java runtime

stacks of all Java threads in the built application. Each Java thread has its own
stack which is allocated from the global Java heap. The stack size consequently
has an important impact on the heap memory required by an application. A small
stack size is recommended for systems with tight memory constraints. If the stack



176 CHAPTER 14. THE JAMAICA BUILDER

size is too small for the application to run, a stack overow will occur and a
corresponding error reported.

The stack size may be followed by the letter OKO or OMO to specify a size in
KBytes (1024 bytes) or MBytes (1048576 bytes). The minimum stack size is 1k.

Option -nativeStackSize= n[K|M]

The nativeStackSize option sets the stack size to be used for the native
runtime stacks of all Java threads in the built application. Each Java thread has
its own native stack. Depending on the target system, the stack is either allocated
and managed by the underlying operating system, as in many Unix systems, or
allocated from the global heap, as in some small embedded systems. When native
stacks are allocated from the global heap, stack size consequently has an important
impact on the heap memory required by an application. A small stack size is
recommended for systems with tight memory constraints. If the selected stack
size is too small, an error may not be reported because the stack-usage of native
code may cause a critical failure.

For some target systems, like many Unix systems, a stack size of O can be
selected, meaning OunlimitedO. In that case the stack size is increased dynamically
as needed.

The stack size may be followed by the letter OKO or OMO to specify a size in
KBytes (1024 bytes) or MBytes (1048576 bytes). The minimum stack size is 1k
if not set to Ounlimitedd (value of 0).

Option -heapSizeFromEnv= var

The heapSizeFromEnv option enables the application to read its heap size
from the specibed environment variable. If this variable is not set, the heap size
specibed usingheapSize  nwill be used.

Option -maxHeapSizeFromEnv= var

The maxHeapSizeFromEnv option enables the application to read its maxi-
mum heap size from the specibed environment variable. If this variable is not set,
the maximum heap size specibed usimpxHeapSize nwill be used.

Option -heapSizelncrementFromEnv= var

TheheapSizelncrementFromEnv option enables the application to read its
heap size increment from the specibed environment variable within. If this vari-
able is not set, the heap size increment specibed dsaapSizelncrement

n will be used.
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Option -javaStackSizeFromEnv= var

The javaStackSizeFromEnv option enables the application to read its Java
stack size from the specibPed environment variable. If this variable is not set, the
stack size specibed usifgvaStackSize n will be used.

Option -nativeStackSizeFromEnv= var

The nativeStackSizeFromEnv option enables the application to read its
native stack size from the specibed environment variable. If this variable is not
set, the stack size specibed usingtiveStackSize n will be used.

14.2.6 Threads, priorities and scheduling

Conbguring threads has an important impact not only on the runtime performance
and realtime characteristics of the code but also on the memory required by the
application. The Jamaica Builder provides a range of options for conbguring the
number of threads available to an application, priorities and scheduling policies.

Option -numThreads= n

ThenumThreads option specibes the initial number of Java threads supported
by the destination application. These threads and their runtime stacks are gener-
ated at startup of the application. A large number of threads consequently may
require a signibcant amount of memory.

The minimum number of threads is two, one thread for the main Java thread
and one thread for the Pnalizer thread.

Option -maxNumThreads= n

The maxNumThreads option specibes the maximum number of Java threads
supported by the application. This also includes Java threads used to attach native
threads to the VM. If this maximum number of threads is larger than the sum
of the values specibed foumThreads andnumJniAttachableThreads :
threads will be added dynamically if needed. If the maximum is lower than the
sum ofnumThreads andnumJniAttachableThreads , the maximum is
raised to this sum.

Adding new threads requires unfragmented heap memory. It is strongly rec-
ommended to usmmaxNumThreads only in conjunction withmaxHeapSize
set to a value larger thameapSize . This will permit the VM to increase the
heap when memory is fragmented.

The absolute maximum number of threads for the Jamaica VM is 511.
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| If the number of Java threads plus the number of attached native threads has
" reachedmaxNumThreads, both starting further Java threads and attaching
additional native threads will fail.

Option -numJniAttachableThreads= n

ThenumJniAttachableThreads specibes the initial number of Java thread
structures that will be allocated and reserved for calls to the JNI Invocation API
functions. These are the functiodsll_AttachCurrentThread andJNI_
AttachCurrentThreadAsDaemon . These threads will be allocated on VM
startup, such that no additional allocation is required on a later calNio
AttachCurrentThread or JNI_AttachCurrentThreadAsDaemon

Even if this option is set to zero, it still will be possible to use these functions.
However, then these threads will be allocated dynamically when needed.

Since non-fragmented memory is required for the allocation of these threads,
a later allocation may require heap expansion or may fail due to fragmented mem-
ory. Itis therefore recommended to pre-allocate these threads.

The number of JNI attachable threads that will be required is the number of
threads that will be attached simultaneously. Any thread structure that will be
detached viaNI_DetachCurrentThread will become available again and
can be used by a different thread that cdM_ AttachCurrentThread or
JNI_AttachCurrentThreadAsDaemon

Option -threadPreemption= n

Compiled code contains special instructions that permit thread preemption. These
instructions have to be executed often enough to allow a thread preemption time

that is sufbcient for the destination application. As the instructions cause an over-

head in code size and runtime performance, one would want to generate this code
as rarely as possible.

ThethreadPreemption option enables setting of the maximum number
of intermediate instructions that are permitted between the execution of thread
preemption code. This directly affects the maximum thread preemption time of
the application. One intermediate instruction typically corresponds to 1-2 machine
instructions. There are some intermediate instructions (calls, array accesses) that
can be more expensive (20-50 machine instructions).

The thread preemption must be at least 10 intermediate instructions.
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Option -timeSlice= n

For thread instances gava.lang.Thread of equal priority, round robin
scheduling is used when several threads are running simultaneously. Using the
timeSlice  option, the maximum size of such a time slice can be given in
nanoseconds. A special synchronization thread is used that waits for the length of
a time slice and permits thread switching after every slice. Time slicing does not
affect real-time threads.

If no round robin scheduling is needed for threads of equal priority, the size
of the time slice may be set to zero. In this case, the synchronization thread is not
required, so fewer system resources are needed.

Option -timeSliceFromEnv=  var

ThetimeSliceFromEnv  option creates an application that reads the time slice
settings for instances géava.lang.Thread from the environment variable
var. If this variable is not set, the mapping specibed usiimgeSlice n will

be used.

Option -numThreadsFromEnv=var

The numThreadsFromEnv option enables the application to read the number
of threads from the specibed environment variable. If this variable is not set, the
number specibed usingumThreads nwill be used.

Option -maxNumThreadsFromEnv= var

ThemaxNumThreadsFromEnv option enables the application to read the max-
imum number of threads from the environment variable specibed within. If this
variable is not set, the number specibped usimgxNumThreads n will be
used.

Option -numJniAttachableThreadsFromEnv= var

The numJniAttachableThreadsFromEnv option enables the application

to read its initial number of JNI attachable threads from the environment variable
specibed within. If this variable is not set, the value specibed using the option
-numJniAttachableThreads n will be used.
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Option -priMap[+]=  jp=sd/ policy] {, jp=sd/ policy] }

ThepriMap option dePnes the mapping of priority levels of Java threads to native
priorities of system threads and their scheduling policy. This map is required since
JamaicaVM implements Java threads as operating system threads.

The Java thread priorities are integer values in the range 0 through 127, where
0 corresponds to the lowest priority and 127 to the highest priority. Not all Java
thread priorities up to this maximum must be mapped to system priorities, but the
range must be contiguous from 1 to the highest priority in the mapping. Map-
pings for the priority levels ofava.lang.Thread (ranging from 1 through
10) and the priority levels ghvax.realtime.RealtimeThread (ranging
from 11 through 38) must be provided. Unless time slicing is disabled, the prior-
ity of the synchronization thread must also be provided with the keyword OsyncO.
Its purpose is to provide round robin scheduling and to prevent starvation of low
priority thread for instances géva.lang.Thread . The Java priority level
0 is optional, it may be used to provide a specibc native priority for Java prior-
ity level 1 with micro-adjustment -1 (see classm.aicas.jamaica.lang.
Scheduler ). This is also the default priority of the memory reservation thread.

Each Java priority level from 1 up to the maximal used priority must be mapped
to a system priority, and the mapping must be monotonic. That is, a higher Java
priority level may not be mapped to a lower system priority. The only exception
is the priority of the synchronization thread, which may be mapped to any system
priority. To simplify the notation, a range of priority levels or system priorities
can be described using the notatfoom.. to.

In addition to being mapped to native priorities, scheduling policies could also
be chosen. For example,.10=5/0THER,11..38=7..34/FIFO,sync=6
would schedule Java priorities 1 to 10 using @EHERscheduler, while priorities
11 to 38 would be scheduled using thHB-O scheduler. If no scheduling policy
is chosen, the®THERwould be used by default. The availability of particular
scheduling policies is system dependent. Running JamaicaVM witkhtip
option will list available scheduling policies.

Example 1: -priMap=1..10=5,sync=6,11..38=7..34 will cause
all normal threads to use system priority 5, while the real-time threads will be
mapped to priorities 7 through 34. The synchronization thread will use priority 6.
There will be 28 priority levels for instancesBealtimeThread , and the syn-
chronization thread will run at a system priority lower than the real-time threads.

Example 2:-priMap=1..50=100..2,sync=1 on a system where higher
priorities are denoted by smaller numbers will cause the use of system priorities
100, 98, 96 through 2 for priority levels 1 through 50. The synchronization thread
will use priority 1. There will be 40 priority levels available for instances of
RealtimeThread



14.2. BUILDER USAGE 181

Example 3:-priMap=1..10=5/RR,11..38=6/FIFO,sync=6/OTHER
would schedule Java priorities 1 to 10 using BRiRRscheduler, 11 to 38 using the
FIFO scheduler, and priority 39 using tlieTHERscheduler.

The default of this option is system specibc. It maps at least the Java priority
levels required fojava.lang.Thread andRealtimeThread , and for the
synchronization thread to suitable system priorities.

Note: If round robin scheduling is not needed for instancgavd.lang.

Thread and the timeslice is set to zerdifneSlice=0 ), the synchronization
thread is not required and no system priority needs to be given for it.

Option -priMapFromEnv=var

ThepriMapFromEnv option creates an application that reads the priority map-
ping of Java threads to native threads from the environment vanalpldf this
variable is not set, the mapping specibed uspriMap  jp=sp{, jp=sp will

be used.

Option -schedulingPolicy= schedulingPolicy

The schedulingPolicy option sets the thread scheduling policy. Examples
includeOTHERFIFO , or RR If a scheduling policy is not explicitly specibed in
the priority map, this option debnes the default one.

Option -schedulingPolicyFromEnv= var

TheschedulingPolicy option enables the application to read its scheduling
policy from the specibed environment variable. If this variable is not set, the
scheduling policy specibed usirgchedulingPolicy n will be used.

14.2.7 Parallel Execution

The parallel version of JamaicaVM can execute several threads, including the
garbage collection, in parallel and therefore improves the runtime performance
when using multicore systems. Notice that you need to have an extra license to
use the parallel version of JamaicaVM.

Option -parallel

Theparallel option instructs the Builder to create an application that can make
use of several processors executing Java code in parallel.
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14.2.8 GC conbguration

The following options provide ways to analyze the applicationOs memory demand
and to use this information to conbgure the garbage collector for the desired real-
time behavior.

Option -analyze (-analyse)= tolerance

Theanalyze option enables memory analyze mode with tolerance given in per-
cent. In memory analyze mode, the memory required by the application during
execution is determined. The result is an upper bound for the actual memory re-
quired during a test run of the application. This bound is at most the specibed
tolerance larger than the actual amount of memory used during runtime.

The result of a test run of an application built usiagalyze can then be
used to estimate and conbgure the heap size of an application such that the gar-
bage collection work that is performed on an allocation never exceeds the amount
allowed to ensure timely execution of the applicationOs realtime code.

Usinganalyze can cause a signibcant slowdown of the application. The ap-
plication slows down as the tolerance is reduced, i.e., the lower the value specibed
as an argument tanalyze , the slower the application will run.

In order to conbgure the application heap, a version of the application must
be built using the optiomnalyze and, in addition, the exact list of arguments
used for the bnal version. The heap size determined in a test run can then be
used to build a Pnal version using the preferred heap size with desired garbage
collection overhead. To reiterate, the argument list provided to the Builder for this
Pnal version must be the same as the argument list for the version used to analyze
the memory requirements. Only theapSize option of the bnal version must
be set accordingly and the Pnal version must be built without sedtiatyze

Option -analyzeFromEnv (-analyseFromEnv)= var

The analyzeFromEnv  option enables the application to read the amount of
analyze accuracy of the garbage collector from the environment variable speciped
within. If this variable is not set, the value specibed usangplyze  nwill be

used. Setting the environment variable to Q00 will disable the analysis and cause
the garbage collector to use dynamic garbage collection mode.

Option -constGCwork= n

The constGCwork option runs the garbage collector in static mode. In static
mode, for every unit of allocation, a constant number of units of garbage collection
work is performed. This results in a lower worst case execution time for the
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garbage collection work and allocation and more predictable behavior, compared
with dynamic mode, because the amount of garbage collection work is the same
for any allocation. However, static mode causes higher average garbage collection
overhead compared to dynamic mode.

The value specibed is the number for units of garbage collection work to be
performed for a unit of memory that is allocated. This value can be determined
using a test run built with -analyze set.

A value of Q00 for this option chooses the dynamic GC work determination
that is the default for Jamaica VM.

A value of O-10 enables a stop-the-world GC, see aptipfiheWorldGC
for more information.

A value of O-20 enables an atomic GC, see agitiomicGC for more infor-
mation.

The default setting chooses dynamic GC: the amount of garbage collection
work on an allocation is then determined dynamically depending on the amount
of free memory.

Option -constGCworkFromEnv=var

TheconstGCworkFromEnv option enables the application to read the amount
of static garbage collection work on an allocation from the environment variable
specibed within. If this variable is not set, the value specibed with the option
-constGCwork  will be used.

Option -stopTheWorldGC

ThestopTheWorlsGC option enables blocking GC, i.e., no GC activity is per-
formed until the heap is fully bPlled. Only then, a complete GC cycle is performed
at once, causing a potentially long pause for the application. During this GC cy-
cle, any thread that performs heap memory allocation will be blocked, but threads
that do not perform heap allocation may continue to run.

If stop-the-world GC is enabled via this option, eM@ealtimeThreads
and NoHeapRealtimeThreads  may be blocked by GC activity if they al-
locate heap memonRealtimeThreads  andNoHeapRealtimeThreads
that run inScopedMemory or ImmortalMemory  will not be stopped by the
GC

A stop-the-world GC enables a higher average throughput compared to incre-
mental GC, but at the cost of losing realtime behaviour for all threads that perform
heap allocation.
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Option -atomicGC

TheatomicGC option enables atomic GC, i.e., no GC activity is performed until
the heap is fully blled. Only then, a complete GC cycle is performed at once,
causing a potentially long pause for the application. During this GC cycle, all
Java threads will be blocked.

When this option is set, eveMoHeapRealtimeThreads  will be stopped
by GC work, so all realtime guarantees will be lost!

This mode permits more efpcient code comparesdidpTheWorldGC since
it disables certain tracking code (write barriers) that is required for the incremental
GC.

Option -reservedMemory= percentage

Jamaica VMOs realtime garbage collector performs GC work at allocation time.
This may reduce the responsiveness of applications that have long pause times
with little or no activity and are preempted by sudden activities that require a
burst of memory allocation. The responsiveness of such burst allocations can be
improved signibcantly via reserved memory.

If the reservedMemory option is set to a value larger 0, then a low priority
thread will be created that continuously tries to reserve memory up to the percent-
age of the total heap size that is selected via this option. Any thread that performs
memory allocation will then use this reserved memory to satisfy its allocations
whenever there is reserved memory available. For these allocations of reserved
memory, no GC work needs to be performed since the low priority reservation
thread has done this work already. Only when the reserved memory is exhausted
will GC work to allow further allocations be performed.

The overall effect is that a burst of allocations up to the amount of reserved
memory followed by a pause in activity that was long enough during this alloca-
tion will require no GC work to perform the allocation. However, any thread that
performs more allocation than the amount of memory that is currently reserved
will fall back to the performing GC work at allocation time.

The disadvantage of using reserved memory is that the worst-case GC work
that is required per unit of allocation increases as the size of reserved memory is
increased. For a detailed output of the effect of using reserved memory, run the
application with optionranalyze settogether with the desired value of reserved
memory.

Option -reservedMemoryFromEnv=  var

ThereservedMemoryFromEnv  option enables the application to read the per-
centage of reserved memory from the environment variable specibed within. If
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this variable is not set, the value specibed usiegervedMemory  nwill be
used. See optioreservedMemory for more information on the effect of this
option.

14.2.9 RTSJ settings

The following options set values that are relevant for the Real-Time Specibca-
tion for Java extensions through classes javax.realtime.* that are provided by Ja-
maicaVM.

Option -immortalMemorySize=  n[K|M]

TheimmortalMemorySize  option sets the size of the immortal memory area,
in bytes. The immortal memory can be accessed through the jeleas.
realtime.ImmortalMemory

The immortal memory area is guaranteed never to be freed by the garbage
collector. Objects allocated in this area will survive the whole application run.

Option -immortalMemorySizeFromEnv=  var

The immortalMemorySizeFromEnv option enables the application to read
its immortal memory size from the environment variable specibed using this op-
tion. If this variable is not set, the immortal memory size specibed using the
optionimmortalMemorySize will be used.

Option -scopedMemorySize= n[K|M]

The scopedMemorySize option sets the size of the memory that should be
made available for scoped memory ar@asx.realtime.LTMemory and
javax.realtime.VTMemory . This memory lies outside of the normal Java
heap, but it is nevertheless scanned by the garbage collector for references to the
heap.

Objects allocated in scoped memory will never be reclaimed by the garbage
collector. Instead, their memory will be freed when the last thread exits the scope.

Option -scopedMemorySizeFromEnv= var

The scopedMemorySizeFromEnv  option enables the application to read its
scoped memory size from the environment variable specibed within. If this vari-
able is not set, the scoped memory size specibed ustogpedMemorySize

n will be used.
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Option -physicalMemoryRanges[+]= range{, range}

The RawMemory and PhysicalMemory  classes in théavax.realtime

package provide access to physical memory for Java applications. The memory
ranges that may be accessed by the Java application can be specibed using the
option physicalMemoryRanges . The default behavior is that no access to
physical memory is permitted by the application.

ThephysicalMemoryRanges  option expects a list of address ranges. Each
address range is separated.by, and gives the lower and upper address of the
range: lower.. upper. The lower address is inclusive and the upper address is
exclusive. l.e., the difference upper-lower gives the size of the accessible area.
There can be an arbitrary number of memory ranges.

Example 1:-physicalMemoryRanges=0x0c00..0x1000 will allow
access to the memory range from addi@€3c00 to 0x1000 , i.e., to a range of
1024 bytes.

14.2.10 Native code

Native code is code written in a different programming language than Java (typ-

ically C or C++). This code can be called from within Java code using the Java

Native Interface (JNI). Jamaica internally uses a more efpcient interface, the Ja-
maica Binary Interface (JBI), for native calls into the VM and for compiled code.

Option -object[+]= plg[: ble

Unlike many other Java implementations that support accessing native code only
through shared libraries, Jamaica can include native code directly in the exe-
cutable. The object bles specibed with this option will be linked to the destination
executable created by the Builder.

Setting this option may cause linker errors. This happens if default object bles
needed by Jamaica are overridden. These errors may be avoided by using the
optional @0O-notation:object+=  bles

Multiple object bles should be separated by the system specibc path separator:
colon ©O on Unix systems and semicolgrdmn Windows.

14.3 Builder Extended Usage

A number of extended options provide additional means for Pner control of the
BuilderOs operation for the more experienced user. The following sections list
these extended options and describe their effect. Default values may be obtained
by jamaicabuilder -target= platform -xhelp
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14.3.1 General

The following are general options which provide information about the Builder
itself or enable the use of script Ples that specifying further options.

Option -XdefineProperty[+]= nameg= valug|

The XdefineProperty option sets a system property for the resulting binary.
For security reasons, system properties set by the VM cannot by changed. The
value may contain spaces. Use shell quotation as required. The Unicode character
U+EEEE is reserved and may not be used within the argument of the option.

Option -XdefinePropertyFromEnv[+]= name=var

At program start, the resulting binary will set a system property to the value of
the specibed environment variable. This feature can only be used if the target OS
supports environment variables. For security reasons, system properties set by the
VM cannot be changed.

Option -XignoreLineNumbers

Specifying theXignoreLineNumbers  option instructs the Builder to remove
the line number information from the classes that are built into the target applica-
tion. The resulting information will have a smaller memory footprint and RAM
demand. However, exception traces in the resulting application will not show line
number information.

14.3.2 Classes, bles and paths

These options allow to specify classes and paths to be used by the Builder.

Option -XjamaicaHome= directory

The XjamaicaHome option speciPegmmaica-home The directory is normally
set via the environment variablAMAICA

Option -XjavaHome= directory

The XjavaHome option specibes the path to the Java home directory. It defaults
to jamaica-hom#arget/  platform whereplatformis either the default plat-
form or set with thearget  option.
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Option -Xbootclasspath[+]= classpath

The Xbootclasspath specibes path used for loading system classes.

Option -XlazyConstantStrings

Jamaica VM by default allocates all String constants at class loading time such
that later accesses to these strings is very fast and efpcient. However, this approach
requires code to be executed for this initialization at system startup and it requires
Java heap memory to store all constant Java strings, even those that are never
touched by the application at run time

Setting optionXlazyConstantStrings causes the VM to allocate string
constants lazily, i.e., not at class loading time but at time of brst use of any constant
string. This saves Java heap memory and startup time since constant strings that
are never touched will not be created. However, this has the effect that accessing
a constant Java string may cause an OutOfMemoryError.

Option -XlazyConstantStringsFromEnv= var

Causes the creation of an application that readslagyConstantStrings

setting from the specibed environment variable. If this variable is not set, the
value of boolean optioXlazyConstantStrings will be used. The value of

the environment variable must Ifefor -XlazyConstantStrings=false

or 1 for -XlazyConstantStrings=true

Option -XnoMain

The XnoMain option builds a standalone VM. Do not select a main class for the
built application. Instead, the brst argument of the argument list passed to the
application will be interpreted as the main class.

Option -XnoClasses

The XnoClasses option does not include any classes in the built application.
Setting this option is only needed when building jdn@aicavm command itself.

14.3.3 Probling and compilation

By default, the Builder compiles all application classes and a predebned set of the
system classes. Probling and compilation options enable to Pne tune the compila-
tion process for optimal runtime performance of applications generated with the
Builder.
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Option -XprofileFilename= name

The XprofileFilename option sets the name of the ble to which probling
data will be written if probling is enabled. If a proble bPlename is not specibed
then the probling data will be written to a Ple named after the destination (see
optiondestination ) with the extensionprof added.

Option -XprofileFilenameFromEnv= var

The XprofileFilenameFromEnv creates an application that reads the name
of a ble for probling data from the environment varialde. If this variable is not
set, the name specibed usikgrofileFilename will be used (default: not
used).

Option -XfullStackTrace

Compiled code usually does not contain full Java stack trace information if the
stack trace is not required (as in a method with a try/catch clause or a synchro-
nized method). For better debugging of the applicationXtfioi StackTrace

option can be used to create a full stack trace for all compiled methods.

Option -XexcludeLongerThan= n

Compilation of large Java methods can cause large C routines in the intermediate
code, especially when combined with aggressive inlining. Some C compilers have
difpculties with the compilation of large routines. To enable the use of Jamaica
with such C compilers, the compilation of large methods can be disabled using
the optionXexcludeLongerThan

The argument specibPedXexcludeLongerThan  gives the minimum num-
ber of bytecode instructions a method must have to be excluded from compilation.

Option -Xcc= cc

The Xcc option specibes the C compiler to be used to compile intermediate C
code that is generated by the Builder.

Option -XCFLAGS[+]= cRags

The XCFLAGSoption specibes the clR3ags for the invocation of the C compiler.
Note that for optimizations the compiler independent optaptimize  should
be used.
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Option -Xld=linker

The XId option specibes the linker to be used to create a binary ble from the
object ble generated by the C compiler.

Option -XLDFLAGS[+]= IdRags

The XLDFLAGSoption specibes the Id3ags for the invocation of the C linker.

Option -dwarf2

Thedwarf2 option generates a DWARF2 version of the application. DWARF2
symbols are needed for tracing Java methods in compiled code. Use this option
with WCETA tools and binary debuggers.

Option -Xstrip=  tool

The Xstrip  option uses the specibed tool to remove debug information from
the generated binary. This will reduce the size of the binary bPle by removing
information not needed at runtime.

Option -XstripOptions= options

The XstripOptions option specibes the strip options for the invocation of the
stripper. See also optioxstrip

Option -Xlibraries[+]=" library{ library}"

The Xlibraries option specibes the libraries that must be linked to the desti-
nation binary. The libraries must include the option that is passed to the linker.
Multiple libraries should be separated using spaces and enclosed in quotation

marks. E.g.;Xlibraries "m pthread" causes linking againdbm and
libpthread

Option -XstaticLibraries[+]=" library{ library}"

The XstaticLibraries option specibes the libraries that must be statically

linked to the destination binary. The libraries must include the option that is
passed to the linker. Static linking creates larger executables, but may be nec-
essary if the target system doesnOt provide the library. Multiple libraries should be
separated using spaces and enclosed in quotation marks.

Example: settingXstaticLibraries "m pthread"” causes static link-
ing againstibm andlibpthread
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Option -XlibraryPaths[+]= path{: path}

The XlibraryPaths option adds the directories in the specibed paths to the
library search path. Multiple directories should be separated by the system specibc
path separator: colon O on Unix systems and semicolgr0on Windows.

E.g., to use the directorigsisr/local/lib and /usr/lib as library
path, the optionXlibraryPaths /usr/local/lib:/usr/lib must be
specibed.

Option -XavailableTargets

The XavailableTargets option lists all available target platforms of this Ja-
maica distribution.

Option -XnoRuntimeChecks

The XnoRuntimeChecks option disables runtime checks for compiled Java
code. This option deactivates runtime checks to obtain better runtime perfor-
mance. This may be used only for applications that do not cause any runtime
checks to fail. Failure to run these checks can result in crashes, memory cor-
ruption and similar disasters. When untrusted code is executed, disabling these
checks can cause vulnerability through attacks that exploit buffer over3ows, type
inconsistencies, etc.

The runtime checks disabled by this option are: checks for use of null point-
ers, out of bounds array indices, out of bounds string indices, array stores that are
not compatible with the array element type, reference assignments between in-
compatible memory areas, division by zero and array instantiation with negative
array size. These runtime checks usually result in throwing one of the following
exceptions:

NullPointerException ArraylndexOutOfBoundsException
StringIndexOutOfBoundsException ArrayStoreException
lllegalAssignmentError ArithmeticException

NegativeArraySizeException

When deactivated, the system will be in an undebned state if any of these condi-
tions occurs.

14.3.4 Heap and stack conbguration

Conbguring heap and stack memory has an important impact not only on the
amount of memory required by the application but on the runtime performance
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and the realtime characteristics of the code as well. The Jamaica Builder therefore
provides a number of options to conbgure heap memory and stack available to
threads.

Option -XnumMonitors= n

The XnumMonitors option specibes the number of monitors that should be al-
located on VM startup. This is required in the parallel VM only to store the data if
the monitor in a Java object is used. This value should be set large enough to ac-
count for the maximum number of monitors that may be used (for synchronization
or for calls toObject.wait ) simultaneously by the application.

Pre-allocting monitors is done by the parallel VM only. This option therefore
is ignored if used with the single core VM, i.e., it has no effect unless option
-parallel is set.

Setting this value to O will allocate a default number of monitors that is a
multiple of the maximum number of threads.

Option -XnumMonitorsFromEnv= var

The XnumMonitorsFromEnv  option enables the application to read its initial
number of monitors to be allocated at VM startup from the environment vari-
able specibed. If this variable is not set, the value specibed using the option
-XnumMonitors  nwill be used.

14.3.5 Parallel Execution

The parallel version of JamaicaVM can execute several threads, including the
garbage collection, in parallel and therefore improves the runtime performance
when using multicore systems. Notice that you need to have an extra license to
use the parallel version of JamaicaVM.

Option -Xcpus= n1l{, n2} | nl. n2 | all

Select the set of CPUs to use to run JamaicaVM on. The argument can be specibed
either as a set (e.g:Xcpus=0,1,2 ) or a range (e.g.-Xcpus=0..2 ). All
available CPUs are selected by usiXgpus=all

Option -XcpusFromEnv= var

The XcpusFromEnv option enables the application to read the set of CPUs to
run on from the specibed environment variable. If this variable is not set, the set
specibed usingXcpus setwill be used.
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14.3.6 RTSJ settings

The following options set values that are relevant for the Real-Time Specibca-
tion for Java extensions through classes javax.realtime.* that are provided by Ja-
maicaVM.

Option -XuseMonotonicClock

On systems that provide a monotonic clock, setting this option enables use of this
clock instead of the default realtime clock for RTSJ code.

Option -XuseMonotonicClockFromEnv= var

The XuseMonotonicClockFromENv  option enables the application to read
its setting ofXuseMonotonicClock  from the specibed environment variable.
If this variable is not set, the value of the optigaseMonotonicClock  will be
used. The environment variable must be set teXugeMonotonicClock=

false ) or 1 (-XuseMonotonicClock=true ).

14.3.7 Native code

Native code is code written in a different programming language than Java (typ-

ically C or C++). This code can be called from within Java code using the Java

Native Interface (JNI). Jamaica internally uses a more efpcient interface, the Ja-
maica Binary Interface (JBI), for native calls into the VM and for compiled code.

Option -XloadJNIDynamic[+]=" clasg method clas§ method"

The XloadJNIDynamic  option will cause the Builder to know which native
declared methods calls at runtime a dynamic library. Either a single method, all
methods with the same name or all methods of classes or even packages can be
specibed.

Examplescom.user.MyClass.toString()Ljava/lang/String;
refers to the single methoad,om.user.MyClass.toString to all meth-
ods with this name, independent of the signatwanm.user.MyClass  refers
to all methods in this clasgsom.user. * to all classes in this package and
com.user... to all classes in this package and all subpackages.

Option -Xinclude[+]= dirs

The Xinclude option adds the specibed directories to the include path. This
path should contain the include Ples generateghinaicah for the native code
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referenced from Java code. The include Ples are used to determine whether the
Java Native Interface (JNI) or Jamaica Binary Interface (JBI) is used to access the
native code.

This option expects a list of paths that are separated using the platform depen-
dent path separator character (e.g., 0:0).

Option -XobjectFormat=default | C | ELF | PECOFF

The XobjectFormat  option sets the object format to one défault , C,
PECOFFRandELF.

Option -XobjectProcessorFamily= type

The XobjectProcessorFamily option sets the processor type for code gen-
eration. Available types ameone, i386 , i486 , i586 , i686 , ppc, sparc ,
arm, mips , sh, cris , andx86 _64. The processor type is only required if the
ELF or PECOFF object formats are used. Otherwise the type may bersmi¢o

Option -XobjectSymbolPrefix= prepx
The XobjectSymbolPrefix sets the object symbol prebx, e.g.QD

Option -Xcheck=jni

Enable argument checking in the Java Native Interface (JNI). With this option en-
abled the Jamaica VM will be halted if a problem is detected. Enabling this option
will cause a performance impact for the JNI. Using this option is recommended
while developing applications that use native code.

14.4 Environment Variables

The following environment variables control tBeilder

JAMAICA The Jamaica Home directorja(naica-homg This variable sets the
path of Jamaica to be used. Under Unix systems this must be a Unix style
pathname, while under Windows this has to be a DOS style pathname.

JAMAICA BUILDER_HEAPSIZE Initial heap size of tha&uilder program
itself in bytes. Setting this to a larger value, e.g., 0512MO, will improve the
Builder performance.
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Normal termination
Error
Invalid argument
Missing license

64 | Insufpcient memory
100 | Internal error

W NP O

Table 14.1: Jamaica Builder and jamaicah exitcodes

JAMAICA BUILDER_MAXHEAPSIZBEMaximum heap size of th8uilder
program itself in bytes. If the initial heap size of tBeilder is not suf-
Pcient, it will increase its heap dynamically up to this value. To build large
applications, you may have to set this maximum heap size to a larger value,
e.g., 0640MO.

JAMAICA_ BUILDER_JAVA STACKSIZE Java stack size of tHguilder ~ pro-
gram itself in bytes.

JAMAICA BUILDER_NATIVE_STACKSIZE Native stack size of thBuilder
program itself in bytes.

JAMAICA_BUILDER_NUMTHREADMitial number of threads used by tBeilder
program itself.

14.5 Exitcodes

Tab. 14.1 lists the exit codes of the JamaicaVM Builder. If you get an exit code
of an internal error please contact aicas support with a full description of the tool
usage, command line options and input.
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Chapter 15

The Jamaica JAR Accelerator

The Jamaica JAR Accelerator takes a JAR Ple (Source JAR) and produces a new
JAR ble (Accelerated JAR) that has the content of the given Source JAR aug-
mented with a shared library containing methods in classes of the JAR that have
been compiled to machine code. The library is marked with the platform for which
itis intended. When a class from the Accelerated JAR is loaded by an executable
program created by the Jamaica Builder and running on a matching platform, the
shared library is automatically linked with that program. The program may be

a stand-alone program linked directly with the JamaicaVM runtime or a Jamaica
virtual machine instance.

The JAR Accelerator only compiles methods from classes in Source JAR to
put in the shared library. Methods from classes from d¢lesspath ~ which
are not in Source JAR are not compiled. Tdlasspath  provides additional
references for classes needed by the compilation process. Not compiling in these
supporting methods ensures that using the created library does not change the
applicationOs behavior. However, any change done in classes of an Accelerated
JAR might invalidate this guarantee and therefore in this case the Source JAR
should be reaccelerated.

By default all methods from classes in the Source JAR are candidates for com-
pilation. These candidates can be Pbltered using the same techniques used by the
Builder. For instance one can provide a proble and a compilation percentage, or a
list of methods to be included or excluded from compilation. One can also limit
the length of methods that are compiled. Filtering the compilation candidates is
done using the compilation options found in the section 15.1.

The usage of the JAR Accelerator is illustrated in the exaApteleration
(see Tab. 2.2 in Section 2.4).

197
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15.1 JAR Accelerator Usage

The JAR Accelerator is a command-line tool with the following syntax:
jamaicajaraccelerator [ optiong jar

A variety of arguments control the work of the JAR Accelerator tool. It accepts
numerous options for conbguring and Pne tuning the created shared library. The
jar argument identiPes the processed JAR Ple. It is required.

The options may be given directly to the JAR Accelerator via the command
line or by using conbguration PlésOptions given on the command line take
priority. Options not specibed on the command line are read from conbguration
ples.

¥ The host target is read frojamaica-homéetc/global.conf and is
used as the default target. This Ple should not contain any other information.

¥ When the JAR Accelerator opticononfiguration Is used, the remain-
ing options are read from the ble specibed with this option.

¥ Otherwise the target-specibc conbguration jefeaica-homéaarget/
platform/etc/jaraccelerator.conf is used.

The general format for an option is eithesptionfor an option without argument
or - option=valuefor an option with argument. For details, see Chapter 14.

Default values for many options are target specibc. The actual settings may be
obtained by invoking the JAR Accelerator withelp . In order to Pnd out the
settings for a target other than the host platform, inchideget=  platform

The JAR Accelerator stores intermediate ples, in particular generated C and
object ples, in a temporary folder in the current working directory. For concur-
rent runs of the JAR Accelerator, in order to avoid conficts, the JAR Accelerator
must be instructed to use distinct temporary directories. In this case, the JAR
Accelerator optiontmpdir  can be used to set specibc directories.

15.1.1 General

The following are general options which provide information about the JAR Ac-
celerator itself or enable the use of script bles that specifying further options.
Option -help (-h, -?)

Thehelp option displays the JAR Accelerator usage and a short description of
all possible standard command line options.

Aliases are not allowed as keys in conbguration bles.
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Option -Xhelp

TheXhelp option displays the JAR Accelerator usage and a short description of

all possible extended command line options. Extended command line options are
not needed for normal control of the the JAR Accelerator command. They are

used to conbgure tools and options, and to provide tools required internally for

Jamaica VM development.

Option -version

Print the version of Jamaica JAR Accelerator and exit.

Option -verbose= n

Theverbose option sets the verbosity level for the JAR Accelerator. At level
1, which is the default, warnings are printed. At level 2 additional information on
the build process that might be relevant to users is shown. At level O all warnings
are suppressed. Levels above 2 are reserved.

Option -jobs= n

Thejobs option sets the number of parallel jobs for the JAR Accelerator. Parts
of the JAR Accelerator work will be performed in parallel if this option is set to a
value larger than one. Parallel execution may speed up the JAR Accelerator.
Option -showSettings

Print the JAR Accelerator settings. To make these settings the default, replace

jamaica-hom#aarget/  platformetc/jaraccelerator.conf by the out-
put.
Option -saveSettings=  Pble

If the saveSettings  option is used, the JAR Accelerator options currently in
effect are written to the provided ble. To make these settings the default, replace

jamaica-hom#aarget/  platform/etc/jaraccelerator.conf by the out-

put.

Option -configuration= ble

Theconfiguration option specibes a Ple to read the set of options used by the

JAR Accelerator. The format must be identical to the one in the default conbgura-
tion ble amaica-hom#éarget/  platfornyetc/jaraccelerator.conf ).



200 CHAPTER 15. THE JAMAICA JAR ACCELERATOR

When set, the Plmmaica-hom#aarget/  platformetc/jaraccelerator.
conf isignored.

15.1.2 Classes, bles and paths

These options allow to specify classes and paths to be used by the JAR Accelera-
tor.

Option -classpath (-cp)[+]= classpath

Theclasspath  option specibes the paths that are used to search for class ples.

A list of paths separated by the path separator char (O:0 on Unix systems, O:0 on
Windows) can be specibed. This list will be traversed from left to right when the

JAR Accelerator tries to load a class.

Option -enableassertions (-ea)

The enableassertions option enables assertions for all classes. Assertions
are disabled by default.

Option -destination (-0)= name

Thedestination option specibes the name of the destination accelerated JAR
to be generated by the JAR Accelerator. If this option is not present, the name
of the destination accelerated JARiz-accelerated.jar if xyz.jar is
being accelerated.

The destination name can be a path into a different directory. E.g.,

-destination myproject/bin/xyz.jar

may be used to save the created acceleratecky&Rar  in myproject/bin

Option -tmpdir="name

Thetmpdir option may be used to specify the name of the directory used for
temporary bles generated by the JAR Accelerator (such as C source and object
bles for compiled methods).

Option -autoSeal

Debnes whether the JAR Accelerator should automatically seal the accelerated
JAR ble or not. Wherirue the JAR Accelerator seals the whole accelerated
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JAR ble ignoring any sealing entry from the existing manifest. Wiatse the
sealing entries from the existing manifest remain unaltered.

Sealing packages within a JAR ble means that all classes debned in that pack-
age must be archived in the same JAR Ple. It improves security and consistency
among the archived classes.

For the the JAR Accelerator sealing also enables the compiler to be more ag-
gressive during acceleration therefore producing potentially faster code.

The value of this option is unconditionalfglse if the jar being accelerated
is signed.

15.1.3 Probling and compilation

By default, the JAR Accelerator compiles all application classes and a predebned
set of the system classes. Probling and compilation options enable to Pne tune the
compilation process for optimal runtime performance of libraries generated with
the JAR Accelerator.

Option -useProfile[+]= bl : ble

TheuseProfile option instructs the JAR Accelerator to use probling informa-
tion collected using the Builder optiqerofile  to restrict compilation to those
methods that were most frequently executed during the probling run. The percent-
age of methods to be compiled is 10 by default, unpessentageCompiled

is set to a different value. For a tutorial on probling see Section Performance
Optimization in the user manual.

This option accepts plain text bles, GZIP compressed text bles and ZIP archives
consisting of plain text proble entries. All archive entries are required to be pro-
ples.

Multiple probles should be separated by the system specibc path separator:
colon © O on Unix systems and semicolgrdmn Windows.

Option -percentageCompiled= n

Use probling information collected usirgyofile to restrict compilation to
those methods that were most frequently executed during the probling run. The
percentage of methods that are to be compiled is given as an argument to the op-
tion percentageCompiled . It must be between 0 and 100. Selecting 100
causes compilation of all methods executed during the probling run, i.e., methods
that were not called during probling will not be compiled.
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Option -includelnCompile[+]=" clasg method clas§ methogd"

TheincludelnCompile option forces the compilation of the listed methods

(when not excluded from the application by the smart linker or by any other

means). Either a single method, all methods with the same name or all methods

of classes or even packages can be specibed.
Examplescom.user.MyClass.toString()Ljava/lang/String;

refers to the single methoad,om.user.MyClass.toString to all meth-

ods with this name, independent of the signatwan.user.MyClass  refers

to all methods in this clasg;om.user. * to all classes in this package and

com.user... to all classes in this package and all subpackages.

Option -excludeFromCompile[+]=" clas§ method clas§ method"

TheexcludeFromCompile  option disables the compilation of the listed meth-

ods. Either a single method, all methods with the same name or all methods of

classes or even packages can be specibed.
Examplescom.user.MyClass.toString()Ljava/lang/String;

refers to the single methodiom.user.MyClass.toString to all meth-

ods with this name, independent of the signatwan.user.MyClass  refers

to all methods in this classom.user. =* to all classes in this package and

com.user... to all classes in this package and all subpackages.

Option -inline= n

When methods are compiled (via one of the optioompile , useProfile
or interpret=false ), this option can be used to set the level of inlining to be
used by the compiler. Inlining typically causes a signibcant speedup at runtime
since the overhead of performing method calls is avoided. Nevertheless, inlining
causes duplication of code and hence might increase the binary size of the appli-
cation. In systems with tight memory resources, inlining may therefore not be
acceptable

Eleven levels of inlining are supported by the Jamaica compiler ranging from
0 (no inlining) to 10 (aggressive inlining).

Option -optimize (-optimise)= type

The optimize  option enables to specify optimizations for the compilation of
intermediate C code to native code in a platform independent manner, tybere

is one ofnone, size , speed, andall . The optimization 3ags only affect the
C compiler, and they are only given to it if the application is compiled without the
debug option.
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Option -target= platform

Thetarget option specibes atarget platform. For a list of all available platforms
of your Jamaica VM Distribution, us€availableTargets

15.1.4 Threads, priorities and scheduling

Conbguring threads has an important impact not only on the runtime performance
and realtime characteristics of the code but also on the memory required by the
application. The Jamaica JAR Accelerator provides an option for conbguring the
scheduling policies.

Option -threadPreemption= n

Compiled code contains special instructions that permit thread preemption. These
instructions have to be executed often enough to allow a thread preemption time
that is sufpcient for the destination application. As the instructions cause an over-
head in code size and runtime performance, one would want to generate this code
as rarely as possible.

The threadPreemption option enables setting of the maximum number
of intermediate instructions that are permitted between the execution of thread
preemption code. This directly affects the maximum thread preemption time of
the application. One intermediate instruction typically corresponds to 1-2 machine
instructions. There are some intermediate instructions (calls, array accesses) that
can be more expensive (20-50 machine instructions).

The thread preemption must be at least 10 intermediate instructions.

15.1.5 Parallel Execution

The parallel version of JamaicaVM can execute several threads, including the
garbage collection, in parallel and therefore improves the runtime performance
when using multicore systems. Notice that you need to have an extra license to
use the parallel version of JamaicaVM.

Option -parallel

The parallel option instructs the JAR Accelerator to create a library that can
make use of several processors executing Java code in parallel.
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15.2 JAR Accelerator Extended Usage

A number of extended options provide additional means for Pner control of the
JAR AcceleratorOs operation for the more experienced user. The following sec-
tions list these extended options and describe their effect. Default values may be
obtained byamaicajaraccelerator -target= platform -xhelp

15.2.1 General

The following are general options which provide information about the JAR Ac-
celerator itself or enable the use of script bles that specifying further options.

Option -XignoreLineNumbers

Specifying theXignoreLineNumbers  option instructs the JAR Accelerator to
remove the line number information from the classes that are built into the target
library. The resulting information will have a smaller memory footprint and RAM
demand. However, exception traces in the resulting library will not show line
number information.

15.2.2 Classes, bles and paths

These options allow to specify classes and paths to be used by the JAR Accelera-
tor.

Option -XjamaicaHome= directory

The XjamaicaHome option speciPefmmaica-home The directory is normally
set via the environment variabJAMAICA

15.2.3 Probling and compilation

By default, the JAR Accelerator compiles all application classes and a predebned
set of the system classes. Probling and compilation options enable to Pne tune the
compilation process for optimal runtime performance of libraries generated with
the JAR Accelerator.

Option -XfullStackTrace

Compiled code usually does not contain full Java stack trace information if the
stack trace is not required (as in a method with a try/catch clause or a synchro-
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nized method). For better debugging of the applicationXtisdiStackTrace
option can be used to create a full stack trace for all compiled methods.

Option -XexcludeLongerThan= n

Compilation of large Java methods can cause large C routines in the intermediate
code, especially when combined with aggressive inlining. Some C compilers have
difbculties with the compilation of large routines. To enable the use of Jamaica
with such C compilers, the compilation of large methods can be disabled using
the optionXexcludeLongerThan

The argument specibPedXexcludeLongerThan  gives the minimum num-
ber of bytecode instructions a method must have to be excluded from compilation.

Option -Xcc= cc

The Xcc option specibes the C compiler to be used to compile intermediate C
code that is generated by the JAR Accelerator.

Option -XCFLAGS[+]= cl3ags

The XCFLAGSoption specibes the cl3ags for the invocation of the C compiler.
Note that for optimizations the compiler independent optmptimize  should
be used.

Option -Xld=linker

The Xld option specibes the linker to be used to create a binary ble from the
object ble generated by the C compiler.

Option -XLDFLAGS[+]= IdRags

The XLDFLAGSoption specibes the IdRags for the invocation of the C linker.

Option -dwarf2

Thedwarf2 option generates a DWARF2 version of the application. DWARF2
symbols are needed for tracing Java methods in compiled code. Use this option
with binary debuggers.
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Option -Xstrip= tool

The Xstrip  option uses the specibed tool to remove debug information from
the generated binary. This will reduce the size of the binary Ple by removing
information not needed at runtime.

Option -XstripOptions= options

The XstripOptions option specibes the strip options for the invocation of the
stripper. See also optioxstrip

Option -Xlibraries[+]=" library{ library}"

The Xlibraries option specibes the libraries that must be linked to the desti-
nation binary. The libraries must include the option that is passed to the linker.
Multiple libraries should be separated using spaces and enclosed in quotation

marks. E.g.;Xlibraries "m pthread" causes linking againdbm and
libpthread

Option -XstaticLibraries[+]=" library{ library}"

The XstaticLibraries option specibes the libraries that must be statically

linked to the destination binary. The libraries must include the option that is
passed to the linker. Static linking creates larger executables, but may be nec-
essary if the target system doesnOt provide the library. Multiple libraries should be
separated using spaces and enclosed in quotation marks.

Example: settingXstaticLibraries "m pthread" causes static link-
ing againstibom andlibpthread

Option -XlibraryPaths[+]= path{: path}

The XlibraryPaths option adds the directories in the specibed paths to the
library search path. Multiple directories should be separated by the system specibc
path separator: colon O on Unix systems and semicolgrO0on Windows.

E.g., to use the directorigsisr/local/lib and /usr/lib as library
path, the optionXlibraryPaths /usr/local/lib:/usr/lib must be
specibed.

Option -XavailableTargets

The XavailableTargets option lists all available target platforms of this Ja-
maica distribution.
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15.2.4 Native code

Native code is code written in a different programming language than Java (typ-
ically C or C++). This code can be called from within Java code using the Java
Native Interface (JNI). Jamaica internally uses a more efpcient interface, the Ja-
maica Binary Interface (JBI), for native calls into the VM and for compiled code.

Option -Xinclude[+]= dirs

The Xinclude option adds the specibed directories to the include path. This
path should contain the include bles generatefhtmaicah for the native code
referenced from Java code. The include bles are used to determine whether the
Java Native Interface (JNI) or Jamaica Binary Interface (JBI) is used to access the
native code.

This option expects a list of paths that are separated using the platform depen-
dent path separator character (e.g., 0:0).

Option -XobjectFormat=default | C | ELF | PECOFF

The XobjectFormat  option sets the object format to one défault , C,
PECOFFRandELF.

Option -XobjectProcessorFamily= type

The XobjectProcessorFamily option sets the processor type for code gen-
eration. Available types amgone, i386 , i486 , 1586 , i686 , ppc, sparc ,
arm, mips , sh, cris , andx86 _64. The processor type is only required if the
ELF or PECOFF object formats are used. Otherwise the type may bersmido

Option -XobjectSymbolPrefix= prepx
The XobjectSymbolPrefix sets the object symbol prebx, e.g.(D

15.3 Environment Variables

The following environment variables control the JAR Accelerator.

JAMAICA The Jamaica Home directorja(naica-homg This variable sets the
path of Jamaica to be used. Under Unix systems this must be a Unix style
pathname, while under Windows this has to be a DOS style pathname.
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Normal termination
Error
Invalid argument
Missing license

64 | Insufpcient memory
100 | Internal error

WN| O

Table 15.1: Jamaica JAR Accelerator exitcodes

JAMAICA_JARACCELERATOR_HEAPSIZHitial heap size of the JAR Accel-
erator program itself in bytes. Setting this to a larger value, e.g., 0512MO,
will improve theJARAccelerator  performance.

JAMAICA_JARACCELERATOR_MAXHEAPSIZEaximum heap size of the JAR
Accelerator program itself in bytes. If the initial heap size of the JAR Ac-
celerator is not sufbcient, it will increase its heap dynamically up to this
value. To build large libraries, you may have to set this maximum heap size
to a larger value, e.g., 0640MO.

JAMAICA JARACCELERATOR_JAVA STACKSIZHava stack size of the JAR
Accelerator program itself in bytes.

JAMAICA_JARACCELERATOR_NATIVE_STACKSIZRative stack size of the
JAR Accelerator program itself in bytes.

JAMAICA JARACCELERATOR_NUMTHREADI8al number of threads used
by the JAR Accelerator program itself.

15.4 Exitcodes

Tab. 15.1 lists the exit codes of the Jamaica JAR Accelerator. If you get an exit
code of an internal error please contact aicas support with a full description of the
tool usage, command line options and input.

15.5 Special Considerations

For compiling bytecode into machine code, the JAR Accelerator might require
some platform specibc conbguration, please refer to the Section 2.1.1.3 for further
details.



15.5. SPECIAL CONSIDERATIONS 209

For compiled code to be executed on the platform, there are two prerequisites
on the executable program that must be fulblled. The executable program might
be either a built application or JamaicaVM. Firstly, in order to load compiled
code from a JAR, the executable program must have the projasrigica.
jaraccelerator.load set totrue . Secondly the requiredccelerator in-
terface versiorof the executable program must match the interface version of the
Jamaica JAR Accelerator used for accelerating the JAR. The accelerator interface
version identibes the JamaicaVM API provided for the compiled bytecode. Fi-
nally, the Jamaica JAR Accelerator used for accelerating the JAR must match the
platform, and VM variant of the executable program. For instance, a program
built for linux-x86  multicore will only be able to run bytecode compiled for
linux-x86  multicore?

For enabling debug output, showing the steps performed for loading the com-
piled code of an Accelerated JAR, the propgatyaica.jaraccelerator.
debug can be used. Please refer to the Section 13.5 for full description of this
property.

The same JAR Ple, including the one being accelerated, may be used as des-
tination of more than one acceleration. The compiled bytecode is simply added
in the JAR at each acceleration. Any preexisting code for the same platform and
VM variant is overwritten.

Most importantly, to ensure consistency, the JAR Accelerator must be rerun
any time the byte code in the JAR ble is changed.

2The option-version  can be used for checking the version of the executable program.
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Chapter 16

Jamaica JRE Tools and Utilities

There are various Java API proble specibc tools and utilities provided in the target
dependenfamaica-hom#Aarget/  platform’bin folder. For an overview of
the currently available tools, see Tab. 16.1.

| Name | Description | Minimal Proble |
keytool Manage keystores and certiPcatesompactl
rmiregistry Remote object registry service. | compact2
rmid RMI activation system daemon. | compact2

Table 16.1: JRE Tools and Utilities

Usually, a detailed usage and parameters can be found out by usihnglbe
option.

| Note that these tools requi@maicavm_bin  to be available.
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Chapter 17

JamaicaTrace

The JamaicaTrace enables to monitor the realtime behavior of applications and
helps developers to Pne-tune the threaded Java applications running on Jamaica
run-time systems. These run-time systems can be either the JamaicaVM or any
application that was created using the Jamaica Builder.

The JamaicaTrace tool collects and presents data sent by the scheduler in
the Jamaica run-time system, and is invoked with jdreaicatrace com-
mand. When JamaicaTrace is started, it presents the user a control window (see
Fig. 17.1).

17.1 Run-time system conbguration

The event collection for JamaicaTrace in the Jamaica run-time system is con-
trolled by two system properties:

¥ jamaica.scheduler_events_port
¥ jamaica.scheduler_events_port_blocking

To enable the event collection in the JamaicaVM, a user sets the value of one of
these properties to the port number to which the JamaicaTrace GUI will connect
later. If the user chooses thdocking  property, the VM will stop after the
bootstrapping and before the main method is invoked. This enables a developer to
investigate the startup behavior of an application.

> jamaicavm -cp classes -Djamaica.scheduler_events_port=2712 \

> HelloWorld
% gccepting Scheduler Events Recording requests on port #2712
Hello World!
Hello World!
Hello World!

213
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Hello World!
Hello World!
Hello World!

[..]

When event collection is enabled, the requested events are written into a buffer
and sent to the JamaicaTrace tool by a high priority periodic thread. The amount
of buffering and the time periods can be controlled from the GUI.

17.2 Control Window

The JamaicaTrace control window is the main interface to control recording sched-
uler data from applications running with Jamaica.

On the right hand side of the window, IP address and port of the VM to be
monitored may be entered.

The following list gives a short overview on which events data is collected:

¥ Thread state changes record how the state of a thread changes over time
including which threads cause state changes in other threads.

¥ Thread priority changes show how the priority changed due to explicit calls
to Thread.setPriority() as well as adjustments due to priority in-
heritance on Java monitors.

¥ Thread names show the Java name of a thread.

¥ Monitor enter/exit events show whenever a thread enters or exits a monitor
successfully as well as when it blocks due to contention on a monitor.

¥ GC activity records when the incremental garbage collector does garbage
collection work.

¥ Start execution shows when a thread actually starts executing code after it
was set to be running.

¥ Reschedule shows the point when a thread changes from running to ready
due to a reschedule request.

¥ All threads that have the state ready within the JamaicaVM are also ready
to run from the OS point of view. So it might happen that the OS chooses
a thread to run that does not correspond with the running thread within the
VM. In such cases, the thread chosen by the OS performs a yield to allow a
different thread to run.
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| Name | Value |
Event classes | Selection of event classes that the run-time system should
send.
IP Address The IP address of the run-time system.
Port The Port where the runtime system should be contacted
(see Section 17.1).
Buffer Size The amount of memory that is allocated within the run-

time system to store event data during a period.
Sample Period | The period length between sending data.

Start Recording When pressed connects the JamaicaTrace tool to the run-
time systems and collects data until pressed again.

Table 17.1: JamaicaTrace Controls

¥ User events contain user dePned messages and can be triggered from Java
code. To trigger a user event, the following method can be used:

com.aicas.jamaica.lang.Scheduler.recordUserEvent

For its signature, please consult the API doc ofSitheduler class.

¥ Allocated memory gives an indication of the amount of memory that is cur-
rently allocated by the application. The display is relatively coarse, changes
are only displayed if the amount of allocated memory changes by 64kB. A
vertical line gives indicates what thread performed the memory allocation
or GC work that caused a change in the amount of allocated memory.

When JamaicaTrace is started it presents the user a control window Fig. 17.1.

17.2.1 Control Window Menu

The control windowOs menu permits only three actions:

17.2.1.1 File/Open...

This menu item will open a Ple requester to load previously recorded sched-
uler data that was saved through the data windowOs OFile/Save as...0 menu item,
see Section 17.3.2.2.
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JamaicaTrace Control Window
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Figure 17.1: Control view of JamaicaTrace
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17.2.1.2 File/Close

Select this menu item will close the control window, but it will leave all other
windows open.

17.2.1.3 File/Quit

Select this menu item will close all windows of the JamaicaTrace tool and quit the
application.

17.3 Data Window

The data window will display scheduler data that was recorded through OStart/Stop
recordingQ in the control window or that was loaded from a ble.

To better understand the output of JamaicaTrace, it is helpful to have some
understanding of the JamaicaVM scheduler. The JamaicaVM scheduler provides
real-time priority enforcement within Java programs on operating systems that
do not offer strict priority based scheduling (e.g. Linux for user programs). The
scheduler reduces the overhead for JNI calls and helps the operating system to
better schedule CPU resources for threads associated with the VM. These im-
provements let the JamaicaVM integrate better with the target OS and increase
the throughput of threaded Java applications.

The VM scheduler controls which thread runs within the VM at any given
time. This means it effectively protects the VM internal data structures like the
heap from concurrent modibcations. The VM scheduler does not replace, but
rather supports, the operating system scheduler. This allows, for example, for a
light implementation of Java monitors instead of using heavy system semaphores.

All threads created in the VM are per default attached to the VM (i.e. they are
controlled by the VM scheduler). Threads that execute system calls must detach
themselves from the VM. This allows the VM scheduler to select a different thread
to be the running thread within the VM while the brst thread for example blocks
on an 10 request. Since it is critical that no thread ever blocks in a system call
while it is attached, all INI code in the JamaicaVM is executed in detached mode.

For the interpretation of the JamaicaTrace data, the distinction between at-
tached and detached mode is important. A thread that is detached could still be
using the CPU, meaning that the thread that is shown as running within the VM
might not actually be executing any code. Threads attached to the VM may be
in the states running, rescheduling, ready, or blocked. Running means the thread
that currently executes within the context of the VM. Rescheduling is a sub state
of the running thread. The running thread state is changed to rescheduling when
another thread becomes more eligible to execute. This happens when a thread of
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higher priority becomes ready either by unblocking or attaching to the VM. The
running thread will then run to the next synchronization point and yield the CPU

to the more eligible thread. Ready threads are attached threads which can execute
as soon as no other thread is more eligible to run. Attached threads may block
for a number of reasons, the most common of which are calls to Thread.sleep,
Object.wait, and entering of a contended monitor.

17.3.1 Data Window Navigation

The data window permits easy navigation through the displayed scheduler data.
Two main properties can be changed: The time resolution can be contracted or
expanded, and the total display can be enlarged or reduced (zoom in and zoom
out). Four buttons on the top of the window serve to change these properties. In
addition, text search is available for user events and thread names.

17.3.1.1 Selection of displayed area

The displayed area can be selected using the scroll bars or via dragging the con-
tents of the window while holding the left mouse button.

17.3.1.2 Time resolution

The displayed time resolution can be changed via the buttons Oexpand timeO and
Ocontract timeO or via holding down the left mouse button for expansion or the
middle mouse button for contraction. Instead of the middle mouse button, the
control key plus the left mouse button can also be used.

17.3.1.3 Zoom factor

The size of the display can be changed via the buttons Ozoom inO and Ozoom outO
or via holding down shift in conjunction with the left mouse button for enlarge-
ment or in conjunction with the right mouse button for shrinking. Instead of shift

and the middle mouse button, the shift and the control key plus the left mouse
button can also be used.

17.3.1.4 Search Field

Upon entering text in the search Peld at the top right of the window, the displayed
area will move to the brst match of the entered text. Navigating to other matches

is possible by pressing OEnterO (cycles forward) and OShift EnterO (cycles back-
ward). Pressing OEscapeO cancels the search and clears the search beld.
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17.3.2 Data Window Menu

The data windowOs menu offers the following actions.

17.3.2.1 File/Open...

This menu item will open a Ple requester to load previously recorded sched-
uler data that was saved through the data windowOs OFile/Save as..0 menu item,
see Section 17.3.2.2.

17.3.2.2 File/Save as...

This menu item permits saving the displayed scheduler data, such that it can
later be loaded through the control windowOs OFile/Open...0 menu item, see Sec-
tion 17.2.1.1.

17.3.2.3 File/Close

Select this menu item will close the data window, but it will leave all other win-
dows open.

17.3.2.4 File/Quit

Select this menu item will close all windows of the JamaicaTrace tool and quit the
application.

17.3.2.5 View/Grid

Selecting this option will display light gray vertical grid lines that facilitate relat-
ing a displayed event to the point on the time scale.

17.3.2.6 View/Thread Headers

If this option is selected, the left part of the window will be used for a bxed list of
thread names that does not participate in horizontal scrolling.

17.3.2.7 View/Thread Headers

If this option is selected, the top part of the window will be used for a bxed time
scale that does not patrticipate in vertical scrolling. This is useful in case many
threads are displayed and the time scale should remain visible when scrolling
through these threads.
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17.3.2.8 Navigate/Go To...

Selecting this menu item opens an input dialog for selecting a point of time in the
trace. After conbrmation, the selected time will be centered in the display. Com-
mon time units includingis, us, ms, s, min andh are accepted. Additionally

the time may be specibed relative to the length of the trace using fractions such as
0.5 or percentage values such%3%a

17.3.2.9 Navigate/Fit Width

This menu item will change the time contraction such that the whole data bts into
the current width of the window.

17.3.2.10 Navigate/Fit Height

This menu item will change the zoom factor such that the whole data bts into the
current height of the window.

17.3.2.11 Navigate/Fit Window

This menu item will change the time contraction and the zoom factor such that the
whole data bts into the current size of the data window.

17.3.2.12 Tools/Worst-Case Execution Times

This menu item will start the execution time analysis and show the Worst-Case
Execution Time window, see Section 17.3.5.

17.3.2.13 Tools/Reset Monitors

The display of monitor enter and exit events can be suppressed for selected mon-
itors via a context menu on an event of the monitor in questions. This menu item
re-enables the display of all monitors.

17.3.3 Data Window Context Window

The data window has a context menu that appears when pressing the right mouse
button over a monitor event. This context window permits to suppress the display
of events related to a monitor. This display can be re-enabled via the Tools/Reset
Monitors menu item.
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17.3.4 Data Window Tool Tips

When pointing onto a thread in the data window, a tool tip appears that display in-
formation on the current state of this thread including its name, the state (running,
ready, etc.) and the threadOs current priority.

17.3.5 Worst-Case Execution Time Window

Through this window, the JamaicaTrace tool enables the determination of the
maximum execution time that was encountered for each thread within recorded
scheduler data. If the corresponding menu item was selected in the data window
(see Section 17.3.2.12), execution time analysis will be performed on the recorded
data and this window will be displayed.

The window shows a table with one row per thread and the following data
given in each column.

Thread # gives the Jamaica internal number of this thread. Threads are numbered
starting at 1. One Thread number can correspond to several Java threads in
case the lifetime of these threads does not overlap.

Thread Name will present the Java thread name of this thread. In case several
threads used the same thread id, this will display all names of these threads
separated by vertical lines.

Worst-case execution timepresents the maximum execution time that was en-
countered in the scheduler data for this thread. This column will display
ON/AOQ in case no releases where found for this thread. See below for a
dePnition of execution time.

Occurred at gives the point in time within the recording at which the release that
required the maximum execution time started. A mouse click on this cell
will cause this position to be displayed in the center of the data window
the worst-case execution time window was created from. This column will
display ON/AQ in case no Worst-case execution time was displayed for this
thread.

# Releasess the number of releases that of the given thread that where found
during the recording. See below for a debnition of a release.

Average time is the average execution time for one release of this thread. See
below for a debnition of execution time.
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Comment will display important additional information that was found during
the analysis. E.g., in case the data the analysis is based on contains over-
Bows, i.e. periods without recorded information, these times cannot be cov-
ered by this analysis and this will be displayed here.

17.3.5.1 Debnitions

Release of a thread T is a point in time at which a waiting thread T becomes
ready to run that is followed by a point in time at which it will block again waiting

for the next release. l.e., a release contains the time a thread remains ready until
it becomes running to execute its job, and it includes all the time the thread is
preempted by other threads or by activities outside of the VM.

Execution Time of a release is the time that has passed between a release and
the point at which the thread blocked again to wait for the next release.

17.3.5.2 Limitations

The worst-case execution times displayed in the worst-case execution times win-
dow are based on the measured scheduling data. Consequently, they can only dis-
play the worst-case times that were encountered during the actual run, which may
be fully unrelated to the theoretical worst-case execution time of a given thread. In
addition to this fundamental limitation, please be aware of the following detailed
limitations:

Releases are the points in time when a waiting thread becomes ready. If a re-
lease is caused by another thread (e.g., via Java funlipect.notify() ),

this state change is immediate. However, if a release is caused by a timeout of
a call toObject.wait() , Thread.sleep() , RealtimeThread.wait-
ForNextPeriod() or similar functions, the state change to ready may be de-
layed if higher priority threads are running and the OS does not assign CPU time
to the waiting thread. A means to avoid this inaccuracy is to use a high-priority
timer (e.g., clasgavax.realtime.Timer ) to wait for a release.

Blocking waits within a release will result in the worst-case execution time anal-
ysis to treat one release as two independent releases. Therefore, the analysis is
wrong for tasks that perform blocking waits during a release. Any blocking within
native code, e.g., blocking 1/0O operations, is not affected by this, so the analysis
can be used to determine the execution times of /O operations.



17.4. EVENT RECORDER 223

17.4 Event Recorder

There might be cases were you need to do the monitoring of thread activity in a
non-interactive way, e.g. as part of a build system or continuous delivery envi-
ronment. Then the JamaicaTrace application with its GUI would not be suitable.
In those cases you want to use the Event Recorder java agent. It just records a
user-debned set of scheduler events into a Ple and thatOs it. No interaction with
the user (as long as the analysed java program is non-interactive too).

17.4.1 Location

You can bnd this scheduler event recorder in the Oevent-recorder.jarO Ple in the
jamaica-homaarget/  targetlib  folder. targetstands for a certain platform,
like linux-x86_64  or gnx-armv7-le

17.4.2 Usage

To use this event recorder just start the JamaicaVM with the -javaagent option,
like this:

jamaicavm -javaagent: pathevent-recorder.jar[= agentarg$ [ vmarg$
mainclass|[ javaargg

Note that the path tevent-recorder.jar must be given, so the VM can bnd
it. To get some help about the available options and conbguration possibilities of
the event recorder, start the agent with the help option:

jamaicavm -javaagent: pathevent-recorder.jar=help
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Chapter 18

Jamaica and the Java Native
Interface (JNI)

The Java Native Interface (JNI) is a standard mechanism for interoperability be-

tween Java and native code, i.e., code written with other programming languages
like C. Jamaica implements version 1.4 of the Java Native Interface. Creating and
destroying the vm via the Invocation APl is currently not supported.

18.1 Using JNI

Native code that is interfaced through the JNI interface is typically stored in shared
libraries that are dynamically loaded by the virtual machine when the application
uses native code. Jamaica supports this on many platforms, but since dynamically
loaded libraries are usually not available on small embedded systems that do not
provide a ble system, Jamaica also offers a different approach. Instead of loading
a library at runtime, you can statically include the native code into the application
itself, i.e., link the native object code directly with the application.

The Builder allows direct linking of native object code with the created ap-
plication through-object= Pleor -XstaticLibraries= library. Multiple
Ples and libraries can be linked. Separate Ple names with the path separator of
the host platform (O:0 or O;0); separate libraries by spaces and enclose the whole
option argument within double quotes. All object bles and libraries that should be
included at build time should be presented to the Builder using these options.

Building an application using native code on a target requiring manual linking
may require providing these object bles to the linker. Here is a short example on
the use of the Java Native Interface with Jamaica. This example simply writes a
value to a hardware register using a native method. We use thiNPlest.
java , which contains the following code:
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public class JNITest {
static native int write. HW_Register(int address,
int value);

public static void main(String argsl]) {
int value;

value = write_ HW_Register(0xfc000008,0x10060);
System.out.printin("Result: "+value);
}
}

Jamaica provides a toghmaicah , for generating C header Pbles that con-
tain the function prototypes for all native methods in a given class. Note that
jamaicah operates on Java class bles, so the class bles have to be created prst
usingjamaicac as described in Chapter 12. The header bleJfdiTest.

java is created by the following sequence of commands:

> jamaicac JNITest.java

> jamaicah JNITest

Reading configuration from O/ust/local/jamaica/etc/jamaicah.confO...
+ JNITest.h (header)

This created the include PINITest.h

[+ DO NOT EDIT THIS FILE - it is machine generated */
#include <jni.h>
/ = Header for class JNITest */

#ifndef _Included JNITest
#define _Included_JNITest
#ifdef _ cplusplus

extern "C" {
#endif
/ * Class: JNITest
* Method: write_ HW_Register
* Signature: (Il */
#ifdef _ cplusplus
extern "C"
#endif

JNIEXPORT jint JNICALL Java_JNITest write_ 1HW_1Register(JNIEnv

#ifdef __ cplusplus
}

#endif

#endif

*env,
jclass c,

jint vO,

jint v1);



18.1. USING JNI 227

The native code is implementedJiITest.c

#include "jni.h"
#include "JNITest.h"
#include <stdio.h>

JNIEXPORT jint JNICALL

Java_JNITest_write_ 1HW_1Register(JNIEnv * env,
jclass c,
jint VO,
jint  v1)

{

printf("Now we could write the value %i into "
"memory address %x\n", v1, v0);
return v1; / = return the "written" value */

}

Note that the mangling of the Java name into a name for the C routine is dePned
in the JNI specibcation. In order to avoid typing errors, just copy the function
declarations from the generated header ple.

A C compiler is used to generate an object Ple. Hgoe, N the GNU C
compiler N is used, but other C compilers should also work. Note that the include
search directories provided with the optidn may be different on your system.

For Unix users usingcc the command line is:

> gcc -1 jamaica-homAarget/linux-x86_64/include -c JNITest.c

For Windows users using the Visual Studio C compiler the command line is:

> cl /I jamaica-hom&vindows-x86\include /c JNITest.c

The C compiler may be invoked in a platform-independent manner from Ant build
Ples using the Jamaica C compiler task. See Section 19.2.2 for details.

Finally, the Builder is called to generate a binary ble which contains all nec-
essary classes as well as the object ble with the native codelfbhest.c

> jamaicabuilder -object=JNITest.0 JNITest

Reading configuration from
Ousr/locall/jamaica-8.0/target/linux-x86_64/etc/jamaica.confO...
Jamaica Builder Tool 8.0 Release 0

(User: EVALUATION USER, Expires: 2016.04.27)
Generating code for target Olinux-x86_640, optimization Ospeedd
+ tmp/PKG__V10a246a4e62d69a6__.c

[...]

+ tmp/INITest__.c

+ tmp/INITest__.h

* C compiling Otmp/INITest__.cO

[...]
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+ tmp/INITest__nc.o

* linking
* stripping
Application memory demand will be as follows:
initial max
Thread C stacks: 1152KB (= 9 * 128KB) 63MB (= 511 * 128KB)
Thread Java stacks: 144KB (= 9 * 16KB) 8176KB (= 511 * 16KB)
Heap Size: 2048KB 256MB
GC data: 128KB 16MB
TOTAL: 3472KB 343MB

The created application can be executed just like any other executable:
> /INITest

Result: 65632
Now we could write the value 65632 into memory address fc000008

18.2 The Jamaicah Command

A variety of arguments control the work of the jamaicah tool. The command line
syntax is as follows:

jamaicah [ optiongd class

The class argument identiPes the class for which native headers are generated.

18.2.1 General

These are general options providing information about jamaicah itself.

Option -help (-h, -?)

Thehelp option displays jamaicah usage and a short description of all possible
standard command line options.

Option -Xhelp

TheXhelp option displays jamaicah usage and a short description of all possible
extended command line options. Extended command line options are not needed
for normal control of the jamaicah command. They are used to conbgure tools and
options, and to provide tools required internally for Jamaica VM development.
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Option -jni

Create Java Native Interface header bles for the native declarations in the provided
Java class bles. This option is the default and hence does not need to be specibed
explicitly.

Option -d= directory

Specify output directory for created header bles. The bPlenames are deduced from
the full qualiped Java class names where 0.0 are replaced bp@the extension
Oh O is appended.

Option -o0= ble

Specify the name of the created header Ple. If not set the blename is deduced from
the full qualibed Java class name where 0.0 are replace®@mn®the extension
Oh O is appended.

Option -includeFilename= ple

Specify the name of the include Ple to be included in stubs.

Option -version

Print the version of jamaicah and exit.

18.2.2 Classes, bles, and paths
Option -classpath (-cp)[+]= classpath

Specibes default path used for loading classes.

Option -bootclasspath (-Xbootclasspath)[+]= classpath

Specibes default path used for loading system classes.

Option -classname[+]=" clas{ clasg"

Generate header bles for the listed classes. Multiple items must be separated by
spaces and enclosed in double quotes.
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18.2.3 Environment Variables

The following environment variables contjaimaicah

JAMAICAH_HEAPSIZE Initial heap size of thgamaicah program itself in
bytes.

JAMAICAH_MAXHEAPSIZEMaximum heap size of theamaicah program
itself in bytes. If the initial heap size gdmaicah is not sufpcient, it will
increase its heap dynamically up to this value.



Chapter 19
Building with Apache Ant

Apache Ant is a popular build tool in the Java world. Aasksfor the Jamaica
Builder and other tools are available. In this chapter, their use is explained.

Ant build Ples (normally namebluild.xml ) are created and maintained by
the Jamaica Eclipse Plug-In (see Chapter 4). They may also be created manu-
ally. To obtain Apache Ant, and for an introduction, see the web bdiype
//lant.apache.org . Apache Ant is not provided with Jamaica. In the follow-
ing sections, basic knowledge of Ant is presumed.

19.1 Task Declaration

Ant tasks for the Jamaica Buildggmaicah and a task for calling the C com-
piler are provided. The latter two are useful for building programs that include
native code via JNI with Ant. In order to use these taskskdef directives are
required. The following code should be placed after the opemiogpect  tag of

the build ple:

<taskdef name="jamaicabuilder"
classpath="  jamaica-homéib/JamaicaTools.jar"
classname="com.aicas.jamaica.tools.ant.JamaicaTask" />
<taskdef name="jamaicacc"
classpath="  jamaica-homéib/JamaicaTools.jar"
classname="com.aicas.jamaica.tools.ant.JamaicaCCTask" />
<taskdef name="jamaicah"
classpath="  jamaica-homéib/JamaicaTools.jar"
classname="com.aicas.jamaica.tools.ant.JamaicahTask" />

The task names are used within the build Ple to reference these tasks. They may
be chosen arbitrarily for stand-alone build bles. For compatibility with the Eclipse
Plug-In, the namegmmaicabuilder andjamaicah should be used.

231


http://ant.apache.org
http://ant.apache.org

232 CHAPTER 19. BUILDING WITH APACHE ANT

19.2 Task Usage

All Jamaica Ant tasks obtain the root directory of the Jamaica installation from
the environment variabl@8AMAICA. Alternatively, the attributgamaica may
be set tgamaica-home

19.2.1 Jamaica Builder and Jamaicah

Tool options are specibPed as nested option elements. These option elements ac-
cept the attributes shown in the following table. All attributes are optional, except
for the name attribute.

| Attribute | Description | Required |
name Option name Always
value Option argument For options that re;

quire an argument.
enabled | Whether the option is passed to the topINo (defaulttrue )

append Value is appended to the value stored iNo (defaultfalse )
the toolOs conbguration bie=(syntax).

Although Ant buildPles are case-insensitive, the precise spelling of the option
name should be preserved for compatibility with the Eclipse Plug-In.
The following example shows an Ant target for executing the Jamaica Builder.

<target name="build_app">
<jamaicabuilder jamaica="/usr/local/jamaica">

<option name="target" value="linux-x86_64"/>
<option name="classpath” value="classes"/>
<option name="classpath" value="extLib.jar"/>
<option name="interpret" value="true" enabled="false"/>
<option name="heapSize" value="32M"/>
<option name="Xlibraries" value="extLibs" append="true"/>
<option name="XdefineProperty" value="window.size=800x600">
<option name="main" value="Application"/>
</jamaicabuilder>
</target>

This is equivalent to the following command line:

lusr/local/jamaica/bin/jamaicabuilder
-target=linux-x86_64
-classpath=classes:extLib.jar
-heapSize=32M
-Xlibraries+=extLibs
-XdefineProperty=window.size=800x600
Application
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Note that some options take arguments that contain the equals sign. For example,

the argument tXdefineProperty

Is of the formproperty=value As shown

in the example, the entire argument should be placed indhee attribute liter-
ally. Ant pattern sets and related container structures are currently not supported
by the Jamaica Ant tasks.

19.2.2 C Compiler

The C Compiler task provides an interface to the target-specibc compiler, which
is called by the Builder.

| Attribute | Description Required |
configu- Jamaica conbguration Ple from whichiNo (defaults to the
ration default settings are taken. Jamaica conbkgura
tion ble of the tar-
get platform given
via thetarget at-
tribute.)
target Platform for which to compile. No (default: host
platform)
source C source ble Yes
output Output bPle Yes
defines Comma separated list of macros. Theddo (default: setting
are set to the compilerOs default (usualisom the conbgurat
1). Providing debPnitions for macros |gion ble)
not supported.
include- Search path for header pbles. No (default: setting
path from the conbgurar
tion ble)
shared If set, add compiler Bags needed foNo (defaultfalse )
building shared libraries.
compiler- Space separated list of command line jaNo (default: setting
flags guments passed to the compiler verbdrom the conbgurar
tim. This extends the default setting. | tion ble)
verbose If set, print the generated C CompileNo (defaultfalse )
command line.
debug Generate code with asserts enabled. | No (defaultfalse )
gprof Generate code for GNU gprof. Not supNo (default: setting
ported on all platforms. from the conbgurar
tion ble)
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| Attribute | Description | Required |
dwarf2 Generate debug information compatiblé&lo (default: setting
with DWARF version 2. Not supportedfrom the conbgura:

on all platforms. tion ble)

The nested elementincludepath> extends the include path set via at-
tribute or from the conbguration Ple. It is a path-like structure; for more informa-
tion see the respective chapter in the Ant Manual [1]. The nested element is useful
for extending the default include path from the conbguration Ple.

This task is used in theest_jni example, which may be consulted for an
illustration.

19.3 Setting Environment Variables

The Jamaica Ant tasks do support two additional nested elemesnts> and
<envpropertyset> , that can be used to provide environment variables to the
tool. This is normally only required if the target-specibc conbguration requires
certain environment variables to be set.

For example, when building for VxWorks 6.6, it may be necessary to provide
environment variables in the following way:

<jamaicabuilder jamaica="/usr/local/jamaica">
<env key="WIND_HOME" value="/opt/WindRiver"/>
<env key="WIND_BASE" value="/opt/WindRiver/vxworks-6.6"/>
<env key="WIND_USR" value="/opt/WindRiver/target/usr"/>

</jamaicabuilder>

or alternatively, using &ropertySet

<property name="WIND_HOME" value="/opt/WindRiver"/>
<property name="WIND_BASE" value="/opt/WindRiver/vxworks-6.6"/>
<property name="WIND_USR" value="/opt/WindRiver/target/usr"/>

<jamaicabuilder jamaica="/usr/local/jamaica">
<envpropertyset>
<propertyref prefix="WIND_"/>
</envpropertyset>

</jamaicabuilder>

For more information about the usage of these two elements, please refer to
their respective chapters in the Ant Manual [1].
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Additional Information
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Appendix A
FAQ N Frequently Asked Questions

Check here brst when problems occur using JamaicaVM and its tools.

A.1 Software Development Environments

Question | use Eclipse to develop my Java applications. Is there a plug-in avail-
able which will help me to use JamaicaVM and the Builder from within
Eclipse?

Answer Yes. There is a plugin available that will help you to conbgure the
Builder download and execute your application on your target. For more
information, sednttps://www.aicas.com/eclipse.html . Fora
quick start, you can use the Eclipse Update Site Manager with the following
Update Sitehttps://aicas.com/download/eclipse-plugin
This conveniently downloads and installs the plugin.

Question When | set up a Java Runtime Environment (JRE) with the JamaicaVM
Eclipse Plugin, the bootclassas.jar ) are set up to be taken from the
host platform. Is this safe when developing for the target platform?

Answer The rt.jar conbgured in the runtime environment will be used by
Eclipse for generating Java Bytecode and for running the Jamaica host VM.
Code for the target platform is generated by the JamaicaVM Builder, which
automatically chooses the corretjar . Since the Java APIs debned
by the host and target.jar are compatible (except if the target is a
proble other than the Java Standard Edition), the Java Bytecode generated
by Eclipse will be compatible regardless of whether rthjar is for the
host or the target, and it is sufbcient that the Builder chooses the correct
rt.jar
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A.2 JamaicaVM and Its Tools

A.2.1 JamaicaVM

Question When | try to execute an application with the JamaicaVM | get the error
messag®UT OF MEMORWhat can | do?

Answer The JamaicaVM has a predebned setting for the internal heap size. Ifitis
exhausted the error messd@@edT OF MEMORSYprinted and JamaicaVM
exits with an error code. The predebned heap size is usually large enough,
but for some applications it may not be sufpcient. You can set the heap
size via thejamaicavm options Xmysize via the environment variable
JAMAICAVM_MAXHEAPSIZE.g., undebash with

export JAMAICAVM_MAXHEAPSIZE=1G

or, when using the Builder, via the Builder optioraxHeapSize .

Question When the built application terminates | see some outputWKeRNING:
termination of thread 7 failed . What is wrong?

Answer At termination of the application the JamaicaVM tries to shutdown all
running threads by sending some signal. If a thread is stuck in a native
function, e.g., waiting in some OS kernel call, the signal is not received
by the thread and there is no response. In that case the JamaicaVM does
a hard-kill of the thread and outputs the warning. Generally, the warning
can simply be ignored, but be aware that a hard-kill may leave the OS in
an unstable state, or that some resources (e.g., memory allocated in a native
function) can be lost. Such hard-kills can be avoided by making sure no
thread gets stuck in a native-function call for a long time (e.g., more than
100ms).

Question At startup JamaicaVM prints this warning:

CPU rate unknown, please set property >>jamaica.cpu_mhz<<.
Measured rate: 1799.6MHz

Why could this be a problem?

Answer The CPU cycle counter is used on some systems to measure time by Ja-
maicaVM. In particular, this is used by cost monitoring within the RTSJ and
by code that uses the clagsm.aicas.jamaica.lang.CpuTime . To
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map the number of CPU cycles to a time measured in seconds (or nanosec-
onds), the CPU frequency is required. For most target systems, JamaicaVM
does not have a means of determining the CPU frequency. Instead, it will
fall back to measure the frequency and print this warning.

Since the measurement has a relevant runtime overhead and brings some
inaccuracy, it is better to specify the frequency via setting the Java property
jamaica.cpu_mhz to the proper value. Care is needed since setting the
property to an incorrect value will result in cost enforcement to be too strict

(if set too low) or too lax (if set too high).

Question When | run my application with JamaicaVM I get the erException
in thread "main" java.io.FileNotFoundException: (Too
many open files) . Whatis the problem?

Answer If you get this error message it means that your application is trying to
open more Pbles than the maximum open Ple descriptor limit allowed by
the operating system. In this case you should increase this limit. On Unix
systems this can be achieved by setting a higher soft limit, e.g. by running
ulimit-Sn4096 to set it to 4096.

A.2.2 JamaicaVM Builder

Question When | try to compile an application with the Builder | get the error
messag®UT OF MEMORWhat can | do?

Answer The Builder has a predebned setting for the internal heap size. If the
memory space is exhausted, the error mes€adgie OF MEMORYprinted
and Builder exits with an error code. The predebPned maximum heap size
(1024MB) is usually large enough, but for some applications it may not be
sufpcient. You can set the maximum heap size via the environment variable
JAMAICA_BUILDER_MAXHEAPSIZEe.g., undebash with the follow-
ing command:

> export JAMAICA_BUILDER_MAXHEAPSIZE=1536MB

Question When | try to compile an application with the Builder | get the error
message:

jamaicabuilder: I/O error while executing C-compiler:
Executing OgccO failed: Cannot allocate memory.
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Answer There is not enough memory available to compile the C bles generated
by the Builder. You can increase the available memory on your system or
reduce the predebPned heap size of the Builder, e.g. waddr with the
following command:

> export JAMAICA_BUILDER_HEAPSIZE=150MB
> export JAMAICA_BUILDER_MAXHEAPSIZE=300MB

Be aware that you could get &UT OF MEMORYfor if the heap size is
too small to build your application.

Question When | try to compile an application with the Builder using the Visual
Studio compiler | get the error message:

C Compiler failed with exit code 3221225781 (0xC0000135)

Answer A dynamic library required by Visual Studionspdb100.dll  when
using Visual Studio 2010) cannot be found. Please ad@tdmmon7\IDE
directory located in your Visual Studio installation directory to your PATH
environment variable.

Question When building an application that contains native code it seems that
some Pelds of classes can be accessed with the fur@gdfieldID()
from the native code, but some others not. What happened to those belds?

Answer If an application is built, the Builder removes from classes all unrefer-
enced methods and Pelds. If a bPeld in a class is only referenced from native
code the Builder can not detect this reference and protect the Peld from the
smart-linking-process. To avoid this use tineludeClasses option
with the class containing the Peld. This will instruct the Builder to fully
include the specibed class(es).

Question When | build an application with the Builder | get some warning like
the following:

WARNING: Unknown native interface type of class O naméd
(nameh) - assume JNI calling convention

Is there something wrong?
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Answer In general, this is not an error. The Builder outputs this warning when it
is not able to detect whether a native function is implemented using JNI (the
standard Java native interface; see chapter Chapter 18) or JBI (a Jamaica
specibc, more efpcient native interface used by the $Jamaica; boot classes).
Usually this means the appropriate header ble generated with some proto-
type tool likejamaicah is not found or not in the proper format. To avoid
this warning, recreate the header ble wamaicah and place it into a
directory that is passed via the Builder argumxmclude

Question How can | set properties (usin® name=valué for an application that
was built using the Builder?

Answer For VM commands likgamaicavm , parsing of VM arguments such
as-D namervalue stops at the name of the main class of the application.
After the application has been built, the main class is an implicit argument,
so there is no direct way to provide additional options to the VM. How-
ever, there is a way out of this problem: the Builder optiimoMain
removes the implicit argument for the main classjsspaicavm Os normal
argument parsing is used to bPnd the main class. When launching this appli-
cation, the name of the main class must then be specibed as an argument, so
it is possible to add additional VM options such-&8sname-value before
this argument.

Question When | run the Builder an errore®ec fail O is reported when the
intermediate C code should be compiled. The exit code is 69. What hap-
pened?

Answer An external C compiler is called to compile the intermediate C code. The
compiler command and arguments are debnestaflamaica.conf
If the compiler command can not be executed the Builder terminates with
an error message and the exit code 69 (see list of exit codes in the appendix).
Try to use the verbose output with the optimerbose and check if the
printed compiler command call can be executed in your command shell. If
not check the parameters for the compilereta/jamaica.conf and
the PATH environment variable.

Question Can | build my own VM as an application which expects the name of
the main class on the command line like JamaicaVM does?

Answer A standalone VM can be built with the Builder optieKnoMain . If
this option is specibed, the Builder does not expect a main class while com-
piling. Instead, the built application expects the main class later after startup
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on the command line. Some classes or resources can be included in the cre-
ated VM, e.g., a VM can be built including all classes of the selected API
except the main program with main class. As smart linking cannot be used
without a main classsmart=false must be set. Otherwise some Pelds

or methods might be missing at runtime.

A.2.3 Third Party Tools

Question | would like to use JamaicaVM on Windows. Do | need Microsoft

Visual Studio?

Answer Visual Studio is only required when developing for Windows or Win-

dows CE. If developing for other operating systems, the tool and SDK lo-
cations (see Section 2.1) may be left empty.

A.3 Supported Technologies

A.3.1 Cryptography

Question Cryptographic protocols such atps do not work.

Answer Due to export restrictions, cryptographic support provided by Jamaica

is limited. For JamaicaVM 6.2 Release 4 and earlier the limit defaults to
48 Bit. For JamaicaVM 6.2 Release 5 and later, the limit was increased
to support default conbgurations of common protocols sudfitps . In

order to increase the cryptographic strength of Jamaica beyond the default,
jurisdiction policy Ples that permit strong encryption must added to the the
Jamaica installation.

In order to obtain suitable policy bles for your needs, aicas may be con-
tacted at one of the addresses given in the front matter of this manual.
Jurisdiction policy bles will be provided in accordance to export regula-

tions. Currently, a stronger versionlotal_policy.jar is sufbcient,
and eitherimited_local_policy.jar or unlimited_local_
policy.jar will be provided.

Different policies may be installed simultaneously by copying different pol-
icy bles to thdib/security subfolder of the home folder of the Java
runtime system for the desired platform:

jamaica-homéarget/  platform/lib/security
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The Builder option-setLocalCryptoPolicy may be used to choose
the policy ble to be included under the naloeal policy.jar into
an application built with Jamaica.

To use stronger encryption with thamaicavm command, i.e., with-
out using the Jamaica Builder, you have to replacddhbal policy.

jar ble bylimited_local_policy.jar orunlimited_local
policy.jar . Alternatively, thggava.home property may be set to an-
other folder containing the foldéib/security , and in which the de-

sired policy ble was put and renameddoal_policy.jar
Before replacing policy bles, it is recommended to rename the existing Ples,
so the original settings can be restored easily.

Question How can | install my own X.509 CA root certibcates?

Answer The X.509 CA root certibcates are by default stored in a Java keystore,
a storage facility for cryptographic keys and certibcates. It can be found
in jamaica-hom#arget/  platfornlib/security/cacerts . For
your convenience Jamaica comes with a pre-set list of X.509 CA root cer-
tibcates. Please adjust and update this list for use in your application.

Jamaica provides tHeeytool command to interact with the ple, it can be
found ajamaica-homéarget/  platform’bin/keytool . Thekeytool
can be used to add a cryptographic certibcate to the keystore as follows:

keytool -import -alias alias -file certibcate-ble
-keystore cacerts

The tool will ask for a password when performing the import, it is by default
set tochangeit

Thealiasis a name identifying the certibcate in the keystore. déréiPcate-
Pleis a X.509 certibcate or a PKCS#7 certibcate chain either in binary or in
printable Base64 encoding format. Téecertsble is the keystore.

Questions How can | list the X.509 CA root certibcates installed in Jamaica?

Answer For a description of theacerts keystore please see previous answer.

The installed X.509 CA root certibcates can be listed via the burkegiol
as follows:

keytool -list -keystore cacerts

The tool will ask for a password when performing the import, it is by default
set tochangeit

Thecacertsble is the keystore.
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A.3.2 Fonts

Question How can | change the mapping from Java fonts to native fonts?

Answer The mapping between Java font names and native fonts is debned in the
fonts.properties ple. Each target system provides this Ple with use-
ful default values. An application developer can provide a specialized ver-
sion for this Ple. To do this the new mapping Ple must exist in the classpath
at build time. The Ple must be added as a resource to the Pnal application by
adding-resource+=  pathwherepathis a path relative to a classpath root.
Setting the system properjgmaica.fontproperties with the op-
tion -XdefineProperty=jamaica.fontproperties= path will
provide the graphics environment with the location of the mapping ple.

Thefonts.properties ple contains one line per font mapping, the line
begins with the lower-case name of the font to be mapped followed by an
underscore and the stylp for plain, b for bold,i for italic, ib for italic

and bold). After that the font to be mapped to is assigned using an equals
sign and the absolute path to the font Ple in the classpath.

This is an example for fonts.properties ple:

bitstream\ vera\ sans_p=/Vera.ttf
bitstream\ vera\ sans_i=/Veralt.ttf
bitstream\ vera\ sans_b=/VeraBd.ttf
bitstream\ vera\ sans_ib=/VeraBI.ttf

In this example all style variations of thRitstreamVeraSans font

are mapped to TrueType font Ples in the classpath, note that escaping of
spaces in the font name is required. It is also possible to map JavaOs bve
logical font families to custom font bles by providing a mapping for their
respective namedfalog , Dialoginput , Monospaced , Serif or
SansSerif ).

Question Why do fonts appear different on host and target?

Answer Jamaica relies on the target graphics system to render true type fonts.
Since that renderer is generally a different one than on the host system it is
possible that the same font is rendered differently.

A.3.3 Serial Port

Question How can | access the serial port (UART) with Jamaica?
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Answer You can use RXTX which is available for Linux, Windows, Solaris and
as source code attp://users.frii..com/jarvi/rxtx . Get fur-
ther information there.

Question Can | use the Java Communications API?

Answer The Java Communications API (also knownjagax.comm ) is not
supported by Jamaica. Existing applications can be ported to RXTX easily.

A.3.4 Realtime Support and the RTSJ
Question Does JamaicaVM support the Real-Time Specibcation for Java (RTSJ)?

Answer Yes. The RTSJ V1.0.2 is supported by JamaicaVM 8.0. The API docu-
mentation of the implementation can be foundips://www.aicas.
com/cms/reference-material

Question The realtime behavior is not as good as | expected when using Ja-
maicaVM. Is there a way to improve this?

Answer If you are using a POSIX operating system, the best realtime behavior
can be achieved when using the FIFO scheduling policy. Note that Linux
requires root access to set a realtime scheduling policy. See Section 10.5.3

Question Is Linux a real-time operating system?

Answer No. However, kernel patches exist which add the functionality for real-
time behavior to a regular Linux system.

Question When running a real-time application, this warning is printed:

*xx warning: Java real-time priorities >=11 not usable,
using priority 10 (error: Operation not permitted)

Answer The creation of a thread with real-time priority was not permitted by
the operating system. Instead JamaicaVM created a thread with normal
priority. This means that real-time scheduling is not available, and that the
application will likely not work properly.

On off-the-shelf Linux systems, use of real-time priorities requires super-
user privileges. That is, starting the application wsthdo will resolve

the issue. Alternatively, the priority limits for particular users or groups
may be changed by editinfgtc/security/limits.conf and set-
ting rtprio  to the maximum native priority used. For the default priority
map used by JamaicaVM on Linux, setting thygrio  limit to 80 is sufp-
cient.


http://users.frii.com/jarvi/rxtx
https://www.aicas.com/cms/reference-material
https://www.aicas.com/cms/reference-material
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A.3.5 Remote Method Invocation (RMI)

Question Does Jamaica support RMI?

Answer RMI is supported. JamaicaVM uses dynamically generated stub and
skeleton classes. So no previous calirtoc is needed to generate those.

If the Builder is used to create RMI server applications, the exported inter-
faces and implementation classes need to be included.

An example build Ple demonstrating the use of RMI with Jamaica is pro-
vided with the JamaicaVM distribution. See Tab. 2.4.

Question How can | use RMI?

Answer RMI applications often comprise two separate programs, a server and a
client. A typical server program creates some remote objects, makes refer-
ences to these objects accessible, and waits for clients to invoke methods on
these objects. A typical client program obtains a remote reference to one or
more remote objects on a server and then invokes methods on them. RMI
provides the mechanism by which the server and the client communicate
and pass information back and forth.

Like any other Java application, a distributed application built by using Java
RMI is made up of interfaces and classes. The interfaces declare methods.
The classes implement the methods declared in the interfaces and, perhaps,
declare additional methods as well. In a distributed application, some im-
plementations might reside in some Java virtual machines but not others.
Objects with methods that can be invoked across Java virtual machines are
called remote objects.

An object becomes remote by implementing a remote interface, which has
the following characteristics:
¥ A remote interface extends the interfgaea.rmi.Remote

¥ In addition to any application-specibc exceptions, each method sig-
nature of the interface declargva.rmi.RemoteException in
its throws clause,.

Using RMI to develop a distributed application involves these general steps:

1. Designing and implementing the components of your distributed ap-
plication.

2. Compiling sources.
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3. Making classes network accessible.

4. Starting the application.

First, determine your application architecture, including which components
are local objects and which components are remotely accessible. This step
includes:

¥ DebPning the remote interfaces. A remote interface specibes the meth-
ods that can be invoked remotely by a client. Clients program to re-
mote interfaces, not to the implementation classes of those interfaces.
The design of such interfaces includes the determination of the types
of objects that will be used as the parameters and return values for
these methods. If any of these interfaces or classes do not yet exist,
you need to debPne them as well.

¥ Implementing the remote objects. Remote objects must implement
one or more remote interfaces. The remote object class may include
implementations of other interfaces and methods that are available
only locally. If any local classes are to be used for parameters or return
values of any of these methods, they must be implemented as well.

Implementing the clients. Clients that use remote objects can be im-
plemented at any time after the remote interfaces are debned, includ-
ing after the remote objects have been deployed.

Example source code demonstrating the use of Remote Method Invocation
is provided with the JamaicaVM distribution. See Section 2.4.

Question Does JamaicaVM include tools likenic andrmiregistry to de-
velop RMI applications?

Answer Thermiregistry toolisincluded in JamaicaVM and can be executed
like this:

jamaicavm sun.rmi.registry.Registrylmpl

JamaicaVM 3.0 added support for the dynamic generation of stub classes at
runtime, obviating the need to use the Java Remote Method Invocation (Java
RMI) stub compilermic to pre-generate stub classes for remote objects.
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A.3.6 OSGi
Question Does JamaicaVM support OSGi?

Answer Yes. JamaicaVM runs with the Prosyst OSGi Runtime, Apache Felix
and Eclipse Equinox.

Question How can | improve the performance of my OSGi application?

Answer OSGi loads every bundle with a different class loader, so the bundles
will be loaded and interpreted at runtime. If a bundle does not need to be
updated at runtime, the class loading can be delegated to the class loader of
the OSGi framework to use the compiled built-in classes (see Chapter 5).

To achieve this, add the affected bundle to the classpath when building the
application. Set therg.osgi.framework.bundle.parent prop-

erty to framework and pass the list of packages used by the bundle to
the framework with theorg.osgi.framework.bootdelegation

property.

A.4 Target-Specibc Issues

A.4.1 Targets using the GNU Compiler Collection (GCC)

Question The tools for my platform include a GCC 4.4.x compiler, and | observe
semantically incorrect behaviour of code created with Jamaica Builder. What
is going wrong?

Answer This may be caused by a faulty optimization that can be observed with
GCC 4.4.x. The optimization is callaedgilue range propagatioand it can
be turned off with the compiler Ragno-tree-vrp . On the Builder
command line, adeXCFLAGS+=-fno-tree-vrp

A.4.2 OQNX
Question When executing a shell script from Jamaica Riantime.exec()
or theProcessBuilder | get the following exception:

java.io.lOException: error=8, Exec format error

| did check that the shell script has executable permissions.

Answer QNXOs mechanism for invoking the program does not recognize it as a
shell script. This can be resolved by adding
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#!/bin/sh

as the prst line of the script.

A.4.3 VxWorks
Question When I load a built application | géindefined symbol:

Answer This linker error indicates that VxWorks modules required by Jamaica
are not present in the kernel. Please see Appendix B.1.1.1 and recompile
the VxWorks kernel image according to the instructions provided there.

Question When building on a Windows host system, many warnings of the fol-
lowing kind occur:

jamaica_native_io.o(.text+0x12): undefined reference to
OvprintfO

Answer This problem is caused by a confZicting version of Cygwin being present
on the system. The Builder expects the Cygwin version provided with the
WindRiver Tools. In order to avoid these warnings, ensure that only the
cygwinl.dll provided by the Tool Chain is loaded or on the path.

Question Exceptions and error messages reported by Jamaica refer to VxWorks
error codes. Is it possible to conbgure Jamaica to show the corresponding
messages?

Answer Jamaica is conbgured to obtain messages for VxWorks error codes pro-
vided these are built into the kernel. Error messages are provided with the
moduleINCLUDE_STAT_SYM_TBlLwhich should be included in the ker-
nel. See also Appendix B.1.1.1.

Question On VxWorks 6.6 RTP or higher | observe a segmentation violation
while executing a Jamaica virtual machine or a built application:

0x4529c6c (iJamaicavm_bin): RTP 0x452b010 has been stopped
due to signal 11.

Answer This failure may be caused by one of several possible defects. Please
make sure you use Jamaica 6.0 Release 2 or later. In addition, make sure that
windRiverOs patches for bugs WIND00137239, WIND00151164 as well as
WINDO00225310 are installed on your VxWorks system.
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WindRiver has conprmed WIND00151164 and WIND00225310 for Vx-
Works 6.6 and the x86 platform only. WIND00137239 was observed for
VxWorks 6.8 x86 platform and VxWorks 6.7 PPC platform, but was con-
Prmed for other platforms as well.

According to WindRiver, the presence of these patches can be conbrmed
by checking the version number reported by the C compiler. WindRiver
recommended the following:

In this case you can use the commamgentium -v  in Vx-
Works development shell, in the following directory:

install_dir\gnu\4.1.2-vxworks-6.6\x86-win32\bin

This will print the information about the GNU compiler that you
need. The result should be:

gcc version 4.1.2 (Wind River VxWorks G++ SJLJ-EH 4.1-238)

If there are difPculties in obtaining the patches or resolving the issue, please
contact the aicas support team.

Question On VxWorks RTP, versions 6.6 to 6.8, | observe an assertion failure
while executing a Jamaica virtual machine or a built application:

In function _rtld_digest phdr { headers.c:312 nsegs == 2
{ assertion failed

Answer This failure is caused by the WindRiver bug WIND00137239. Please
install the WindRiver patch for bug WIND00137239 or the GNU 4.1.2 Cu-
mulative Patch for your VxWorks version and platform.

Question On VxWorks 6.7 RTP | observe an exception in the task tNetO while ex-
ecuting a Jamaica virtual machine or a built application which uses java.net:

0x169f020 (tNet0): task 0x169f020 has had a failure
and has been stopped.

Answer This failure is caused by the WindRiver bug WIND00157790. Please
install the WindRiver patch for bug WIND00157790 or the Service Pack 1
for VxWorks 6.7.1 and VxWorks Edition 3.7 Platforms. Then rebuild the
VxWorks image. If you use a built application rebuild the application as
well.
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Information for Specibc Targets

This appendix contains target specibc documentation and descriptions.

B.1 Operating Systems

B.1.1 VxWorks

VxWorks from Wind River Systems is a real-time operating system for embedded
computers.

B.1.1.1 Conbguration of VxWorks

For general information on the conbguration of VxWorks, please refer to the user
documentation provided by WindRiver. For Jamaica, VxWorks should be conbg-
ured to include the following functionality:

¥ INCLUDE_DEBUG_SHELL_CMD

¥ INCLUDE_DISK_UTIL_SHELL_CMD

¥ INCLUDE_EDR_SHELL_CMD

¥ INCLUDE_GNU_INTRINSICS

¥ INCLUDE_HISTORY_FILE_SHELL_CMD
¥ INCLUDE_IPTELNETS

¥ INCLUDE_IPWRAP_GETIFADDRS

!Package names refer to VxWorks 6.6, names for other versions vary.

251
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¥ INCLUDE_KERNEL_HARDENING
¥ INCLUDE_LOADER

¥ INCLUDE_NETWORK

¥ INCLUDE_NFS_CLIENT_ALL

¥ INCLUDE_NFS_MOUNT_ALL

¥ INCLUDE_PING

¥ INCLUDE_POSIX_SEM

¥ INCLUDE_POSIX_SIGNALS

¥ INCLUDE_SHELL

¥ INCLUDE_SHELL_EMACS_MODE
¥ INCLUDE_SHOW_ROUTINES

¥ INCLUDE_STANDALONE_SYM_TBL
¥ INCLUDE_STARTUP_SCRIPT

¥ INCLUDE_STAT_SYM_TBL

¥ INCLUDE_ROUTECMD

¥ INCLUDE_RTL8169_VXB_END

¥ INCLUDE_TASK_SHELL_CMD

¥ INCLUDE_TASK_UTIL

¥ INCLUDE_TC3C905_VXB_END
¥ INCLUDE_TELNET_CLIENT

¥ INCLUDE_UNLOADER

For targets with kernel version VxWorks 6.9.2.2 and later, the mdél@& UDE _
DRV_STORAGE_PIlIXneeds to be included on the target kernel. For earlier ver-
sions, instead the modulSCLUDE_ATAshould be included.

The moduldNCLUDE_GNU_INTRINSICSis only required if Jamaica was
built using the GNU compiler, which is the default. The modINCLUDE _
STAT_SYM_TBLis not strictly necessary but its inclusion is recommended, for
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it enables Jamaica to print messages instead of codes for errors received from the
operating system.

If VXWorks real time processes (aka RTP) are used, the following compo-
nents are also required (RTPs generated with Jamaica are dynamically linked by
default):

¥ INCLUDE_POSIX_PTHREAD_SCHEDULER
¥ INCLUDE_SHL
¥ INCLUDE_RTP

¥ INCLUDE_RTP_SHELL_CMD
If WindML graphics is used, the following component must be included as well:
¥ INCLUDE_WINDML

¥ Further, BMF-Fonts (BitMap Fonts) must be included in the WindML con-
Pguration. A minimum of one font is mandatory. Also make sure that
OMonoO option is not selected from OGraphic ModeO.

The number of available open bles should be increased by setting the following
parameters:

Parameter Value
NUM_FILES 1024 | (DKM only)
RTP_FD_NUM_MAKX 1024 | (RTP only)

You might also need to set ble system specibc parameters. For example, if
dosFs is used, then youOll also have to seD®8FS_DEFAULT_MAX_FILES

parameter.
In addition, the following parameters should be set:
Parameter Value

TASK_USER_EXC_STACK_SIZE 16384

| If some of this functionally is not included in the VxWorks kernel image,
linker errors may occur when loading an application built with Jamaica and
the application may not run correctly.

Conbguration of VxWorks 7.x From VxWorks 7.0, a Source Build needs to

be made as part of the OS conbguration process. For ARM architectures, the Vx-
Works Source Build needs to be conbgured tosafe3oating point in the BSP
conbgruration so that the Kernel and thee.so  library are built with the re-
quiredaeabi symbols. Due to limitations of the 3oating point hardware of ARM
processors, Jamaica uses a software implementation. See also Appendix B.2.1.1.
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B.1.1.2 Installation

The VxWorks version of Jamaica is installed as described in the section Installa-
tion (Section 2.1). In addition, the following steps are necessary.

Conpbguration for Tornado (VxWorks 5.x)

¥ Set the environment variabWWIND_BASEo the base directory of the Tor-
nado installation.

¥ We recommend you set the environment varialelD_BASEnN your boot-
or login-script to the directory where Tornado is installed (top-level direc-

tory).

¥ Add the Tornado tools directory to tiATHenvironment variable, so that
tools likeccppc.exe resp.ccpentium.exe  can be found.

| Do not use the DOS/Windows-Style path separat@ (backslash) WIND_
BASE because some programs interpret the backslash as an escape sequence
for special characters. Us¢ @ (slash) in path names.

Conbguration of platform-specibc tools (see Section 2.1.1.3) is only required
in special situations. Normally, setting the environment varial&iD_BASE
and extendindg®ATHis sufpcient.

Conpbguration for Workbench (VxWorks 6.x)

¥ Setthe environment variablgIND_HOM# the base directory of the Wind-
River installation (e.glopt/WindRiver ).

¥ Set the environment variab/IND_BASEto the VxWorks directory in
the WindRiver installation. The previously declared environment variable
WIND_HOMBay be used (e.gWWIND_HOME/vxworks-6.6 ).

¥ Set the environment variabW&IND_USRo the RTP header bles directory
of the WindRiver installation (e.gWIND_BASE/target/usr ).

We recommend usingirenv.sh , located in the WindRiver base directory to
set all necessary environment variables. The VxWorks subdirectory has to be
specibed as the following example shows for VxWorks 6.6:

> [opt/WindRiver/wrenv.sh -p vxworks-6.6
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| Do notaddvrenv.sh to your boot or login script. It starts a new shell which
" tries to process its login-script and thus you create a recursion.

Conbguration of platform-specibc tools (see Section 2.1.1.3) is only required
in special situations. Normally, executimgenv.sh is sufbcient.

Conbguration for VxWorks 7.x

¥ Set the environment variabl®¢IND_HOMBNIND BASEandWIND_USR
as described above.

¥ Set the environment variableD LIBRARY_PATHto the folder which
containsliblmapi.so or Imapi.dll (the License Management API
libraries), while adding the folder into yolrATH environment variable.
LM_LICENSE_FILE needs to be set to the appropriate value based on
your license type (f3oating, node-locked, etc.).

¥ Additionally, set the environment variabkSB_DIR to the VxWorks source
build folder (the folder that contains the blgb.config ).

B.1.1.3 Starting an application (DKM)

The procedure for starting an application on VxWorks depends on whether down-
loadable kernel modules (DKM) or real-time processes (RTP) are used.

For DKM, if the target system is conbgured for disk, FTP or NFS access,
simply enter the following command on the target shell:

-> |d < blename

Here,Plenames the complete blename of the created application.

The main entry point address for an application built with the Jamaica Builder
has the symbolic namegv@ O and j@m_ destinatio®, wherelestinationis ei-
ther the name set via the Builder optidastination or the name of the main
class. For example, in the VxWorks target shell the HelloWorld application may
be started with these commands:

-> sp jvm
-> sp jvm_HellowWorld

When starting an application that takes arguments, those are given in a single
string as a second argument:

-=> sp jvm,” args'
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The start code of the created application parses this string and passes it as a stan-
dard Java string array to the main method. When starting a VM, all options and
arguments must be put in this string according to the VM command line syntax.

Note: even if the Builder generates a ble with the specibed name, it may be
renamed later, because the name of the main entry point is read from the symbol
table included in the object Ple.

Setting environment variables Environment variables may be set in the Vx-
Works shell via thgputenv command:

-> putenv(" VARIABLEvalué’)

In order to start a user task that inherits these variables from the shell, the task must
be spawned with th#X_PRIVATE_ENWit set. To do so, use thtaskSpawn
command:

-> taskSpawn "jamaica",0,0x01000080,0x020000,jvm," args'

Running two Jamaica applications at the same time In order to run two Ja-
maica applications at the same time, matching of common symbols by the kernel
must be switched off. This is achieved by setting the global VxWorks variable
[dCommonMatchAll to false prior to loading the applications.

[dCommonMatchAll=0
Id < RTHelloworld
Id < HelloWorld

sp jvm_RTHelloWorld
sp jvm_HelloWorld

U T Y B |
vV VV VYV

In the example, ifldCommonMatchAll  were not set t®, HelloWorld would
reuse symbols debned by RTHelloWorld.

Note that this functionality is not available on all versions of VxWorks. Please
check the VxWorks kernel API reference.

Restarting a Jamaica application To restart a Jamaica application after it has
terminated, it should be unloaded with theld command and then reloaded.
This is illustrated in the following example:

-> |d < HelloWorld

value = 783931720 = 0x2eb9d948 = OHO
-> sp jvm_HelloWorld

[...]

-> unld 783931720

value = 0 = 0x0

-> |d < HelloWorld
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value = 784003288 = 0x2ebaf0d8 = OKO
-> sp jvm_HellowWorld

[..]

Note that the application should not be unloaded while still running. iriie
command is optional, and the VxWorks image needs to be conbgured to include
it by addingINCLUDE_UNLOADERb the conbguration as suggested in Ap-
pendix B.1.1.1.

B.1.1.4 Starting an application (RTP)

If real-time processes (aka RTP) are used, the dynamic litikarpgo  must be
renamed tdibc.so.1 and added to the folder of the executable. This library
is located in the WorkBench installation

$WIND_BASE/target/usr/lib/ arch/ variant‘common(le]/libc.so

or (for VxWorks 6.8 and later)

$WIND_BASE/target/lib[_smp]/usr/lib/ arch/ variantfcommon([le]/libc.so

where, in case of an x86 architectuagchis, for examplepentium andvariant
is, for examplePENTIUM Thelib_smp directory contains multicore libraries.
To start the application, please use the following shell command:

-> rtipSp " blenamé

If you would like to specify command line parameters, add them as a space-
separated list in the following fashion:

-> rtpSp " blename argl arg2 arg3

ThertpSp command will pass environment variables from the shell to the spawned
process.

B.1.1.5 Linking the application to the VxWorks kernel image

The built application may also be linked directly to the VxWorks kernel image, for
example for saving the kernel and the application in FLASH memory. In the Vx-
Works kernel a user application can be invoked enabling the VxWorks conbgura-
tion dePndNCLUDE_USER_APPland debning the mactéSER_APPL_INIT

when compiling the kernel (see VxWorks documentation and thasp@onfig.

c). The prototype to invoke the application created with the Builder is:

int jym_ main(const char * commandLine);
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wheremainis the name of the main class or the name specibed via the Builder
option destination . To link the application with the VxWorks kernel image
the macrdJSER_APPL_INIT should be set to something like this:

extern int jvm_ main (const char *); jvm_ main (arg9

whereargs is the command line (as a C string) which should be passed to the
application.

B.1.1.6 Enabling AltiVec on PowerPC Devices

If the PowerPC CPU of your target hardware supports AltiVec you can enable
it for VxWorks DKM or RTP by setting the environment variaRlAMAICA _
VXWORKS_ALTIVE® true .

B.1.1.7 Limitations

The current release of Jamaica for VxWorks has the following limitations:

¥ java.lang.Runtime.exec() is not implemented
¥ The methodava.lang.System.getenv() that takes no parameters
and returns gava.util.Map is not implemented.

¥ Loading of dynamic libraries at runtime is not supported. These methods
are not implemented:

b System.loadLibrary(String)
D Runtime.loadLibrary(String)
D Runtime.load(String)

¥ The following realtime signals are not available:

SIGSTKFLT, SIGURG SIGXCPU SIGXFSZ, SIGVTALRM SIGPROFR
SIGWINCH SIGIO, SIGPWRSIGSYS, SIGIOT , SIGUNUSEDSIG-
POLL SIGCLD.

¥ Jamaica does not allow an application to set the resolution of the realtime
clock provided injavax.realtime 2 The resolution of the clock de-
pends on the frequency of the system ticker (see the VxWorks functions
sysClkRateGet() andsysClkRateSet() ). If a higher resolution
for the realtime clock is needed, the frequency of the system ticker must

2The RTSJ realtime clock may be obtained thro@jbck.getRealtimeClock()
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be increased. Care must be taken when doing this, because other programs
running on the system may change their behavior and even fail. In addition,
under VxWorks 5.4 the realtime clock must be informed about changes of
the system ticker rate with the functiamock_setres() . The easiest

way of doing this is adding the following into a startup script for VxWorks:

sysClkRateSet(1000)
timeSpec=malloc(8)

(* (timeSpec+0))=0

(* (timeSpec+4))=1000000
clock_setres(0,timeSpec)
free(timeSpec)

This example sets the system ticker frequency to 1000 ticks per second and
the resolution of the realtime clock to 1ms.

¥ Depending on the ble systef¥ile.canRead() , File.canWrite()
andFile.canExecute() may return incorrect values. These functions
work for NFS, they do not necessarily work for local disk (FAT) and FTP.
The reason for this limitation rooted in the implementatioraoctess()
provided by VxWorks.

¥ Depending on the Ple systeRandomAccessFile.setLength() may
not work. This function works for local disk (FAT), they do not work for
NFS. This is caused by the implementation of ioctl FIOTRUNC.

¥ File locking throughFileChannel.lock() is supported only on High
Reliability File System (HRFS) on VxWorks RTP.

¥ Support for memory mapped buffefjaa.nio ) is not available on Vx-
Works 5.x. This is due tonmapbeing unavailable.

¥ For parallel applications on VxWorks SMP the optiofcpus can either
be set to all CPUs or one CPU. Any other set of CPUs is currently not
supported by VxWorks.

¥ Running two Jamaica applications, where both ua&sdML is not sup-
ported. This is because thWindML graphics context cannot be shared
across different VM instances safely.

¥ Mixing scheduling policies (by using the Builder optigniMap or the
VM environment variabldAMAICAVM_PRIMAPIs not supported by Vx-
Works.
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B.1.1.8 Additional notes

¥ Object bles: because applications for VxWorks (DKM only) are usually
only partially linked, missing external functions and missing object Ples
cannot be detected at build time. If native code is included in the application
with the optionobject , Jamaica cannot check at build time if all needed
native code is linked to the application. This is only possible in the Pnal
linker step when the application is loaded on the target system.

B.1.2 Windows
B.1.2.1 Limitations

The current release of Jamaica for the desktop versions of Windows contains the
following limitations:

¥ No realtime signals are available.

¥ Paths handled bjava.io.File cannot be longer than 248 characters.
This bgure refers to the absolute path N that is, it is for example not pos-
sible to extend an absolute path of 240 characters by a relative path of 20
characters.

¥ On multicore systems Jamaica will always run on the brst CPU in the sys-

tem.
¥ The methodava.lang.System.getenv() that takes no parameters
and returns gava.util.Map is only implemented for Windows ver-

sions that support Unicode. To be precise: it is required that the system
header blavindows.h debnes th&/NICODH3ag.

B.1.3 WindowsCE
B.1.3.1 Limitations

The current release of Jamaica for WindowsCE contains the following limitations:

¥ WindowsCE Version 5 limits process memory to 32MB of RAM. Therefore
the application executable plus the amount of native stack for all threads
in the thread pool plus the amount of memory required to display graphics
must be less than 32MB.

¥ It is not possible to redirect the standard IO for processes created with
Runtime.exec()
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¥ WindowsCE does not support the notion of a current working directory. All
relative paths are interpreted as relative to the device root. Any ble operation
should be done with absolute paths. The metholdsgetAbsolute-

Path() andFile.getCanonicalPath() will prepend the value of
the system propertyser.dir . Note that none of the other methods in
File will honor user.dir . When settinguser.dir it is important

not to set it to a single backslash to avoid creating UNC paths. Instead
user.dir  should be set to {O O) (which is the default setting in Jamaica

¥ WindowsCE does not support environment variables. If you have a registry
editor on your target, you can create string entries in the registry key

HKEY_CURRENT_USER\Software\aicas\jamaica\environment

that represent environment variable settings. To\W&RIABLE=value
create a new string value with nandARIABLE and datavalue . The type
of the entry should bREG_SZ

¥ The methodava.lang.System.getenv() that takes no parameters
and returns gava.util.Map is not implemented.
¥ File locking throughFileChannel.lock() Is not supported for all ble

systems on WindowsCE. If WindowsCE does not support ble locking for a
given ble system calls to FileChannel.lock() will fail silently. In particular,
the UNC network blesystems does not support this mechanism.

¥ OnSH4processors, JamaicaVM Builder uses C compiler optimization level
-Od (no optimization) for all three optimization levels (size, speed, all).
This is due to a bug in the C compiler (VisualStudio 2008 (9) N Microsoft
(R) C/C++ Optimizing Compiler Version 15.00.20720 for Renesas SH).

¥ If the UTF8 code page is not supported by the WindowsCE image, classes
cannot be loaded dynamically. In particular, the target VMs will not be
usable. The VM will terminate with the message thatcode strings
cannot be created . System calls like reading a Ple might also fail.

¥ Windows Compact 2013 does not support stdin, stdout, stderr. It is not pos-
sible to redirect the output of your application to the console. The output
can still redirected to a ble on the system. This can be archived by us-
ing the propertiegamaica.out_to_file andjamaica.err_to_
file . For more information please see Section 13.5.1. Since the stdin
handle is not supported by Windows Compact 2013, JamaicaVM does not
provide console input for this operating system.
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B.1.4 0OS-9
B.1.4.1 Installation

To use the OS-9 toolchain, ensure that the following environment variable is set
correctly (should be done during OS-9 installation):

¥ MWOE:.g.,C:\ MWOS)

For OS-9 the toolchain executables must be in the system path. On Windows, you
can set this with the PATH environment variable:

¥ set PATH=%PATH%;C\ MWOIOS BIN

| The OS-9 toolchain creates temporary bles that are not unique. Calling the
" toolchain concurrently with the Builder optigobs may fail.

B.1.4.2 Limitations
The current release of Jamaica for OS-9 contains the following known limitations:

¥ The methodava.lang.System.getenv() that takes no parameters
and returns gava.util.Map is not implemented.

¥ Loading of dynamic libraries at runtime is not supported. These methods
are not implemented:

b System.loadLibrary(String)
b Runtime.loadLibrary(String)
b Runtime.load(String)

¥ java.net.Socket.bind()
does not throw an exception if called several times with the same address.

¥ java.nio.FileChannel.map()
is not supported.

¥ It is not possible to redirect the standard IO for processes created with
Runtime.exec()

B.1.5 PikeOS

JamaicaVM uses the POSIX (PSE52) personality. An application can be built
with the JamaicaVM Builder and integrated into a POSIX (PSES52) partition.
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B.1.5.1 Inter-Partion Communication

JamaicaVM provides basic support for queuing ports, sampling ports and shared
memory objects.

The ports can be accessed jasa.io.File . To write to and read from a
port, ajava.io.FileOutputStream or java.io.FileInputStream
can be used, respectively.

Shared memory objects can be accessedasaanio.ByteBuffer ob-
tained from gava.nio.channels.FileChannel object.

Queuing Ports

¥ The methodrile.length() can be called to get the number of messages
that can be read or written, depending on the data direction of the port,
without blocking.

¥ The maximum message size has to be debPned manually.

¥ To write to a queuing port nameOURCEhis code could be used:

File file = new File("/qport/SOURCE");
FileOutputStream stream = new FileOutputStream(file);
stream.write("My message".getBytes());

¥ Reading from a port namddESTINATION can be done like this:

File file = new File("/qport/DESTINATION");
FilelnputStream stream = new FilelnputStream(file);
byte[] buffer = new byte[MAX_MESSAGE_SIZE];
stream.read(buffer);

Sampling Ports

¥ The method-ile.length() can be called to get the size of the sampling
port data buffer in bytes.

¥ Writing to and reading from sampling ports is almost equivalent to queuing
ports. The Ple names aisport/SOURCE and/sport/DESTINATION
if the sampling ports are nam&DURCEBNADESTINATION, respectively.

¥ If a message is out of date when read]@i&xception is thrown.
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Shared Memory Objects

¥ The methodrileChannel.size() can be called to get the size of the
shared memory object in bytes.

¥ A ByteBuffer  object to access the shared memory can be created with
the methodrileChannel.map() . Thepositionandsizearguments have
to be a multiple of the page size.

¥ Reading the Pbrst byte from a shared memory object né®hs8REzan be
done like this:

File file = new File("/shm/SHARED");

RandomAccessFile random = new RandomAccessFile(file, "r");
FileChannel channel = random.getChannel();

long size = channel.size();

ByteBuffer buffer = channel.map(MapMode.READ_ONLY, O, size);
byte data = buffer.get();

B.1.5.2 Using a Customized IwlIP Library

For applications that can not use the default settings for TCP/IP communication,
the IwlP library has to be customized as described in the PikeOS documentation.
The location of the IwIP build directory with the Plésipopts.h and

liblwip4.a then has to be communicated to the JamaicaVM Builder. Oth-
erwise the default IwIP paths located in the toolchain are used, gt/
pikeos-3.5/target/ppc/e500/bposix/lwip/include/opts and

/opt/pikeos-3.5/target/ppc/e500/bposix/Iwip/lib

¥ To use a customized library as a default, the default IwlP paths that are listed
intheXinclude entry and theXlibraryPaths entry of thgamaica.
conf Ple have to be replaced by the IwlP build directory.

¥ To use a customized library for all applications individually, the default lwIP
paths in thgamaica.conf  Ple can be removed and the IwlIP build direc-
tory appended to the list of include paths using tKenclude+=  op-
tion and to the list of library paths using th¥libraryPaths+= option
when building an application.

B.1.5.3 Limitations

¥ Asthe POSIX personality is a single process implementawa,lang.
Runtime.exec() and thejava.lang.ProcessBuilder class are
not supported.
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¥ Because not all socket options are available on PikeOS, several methods in
thejava.net  package are not supported:
b Socket.getReuseAddress()
b Socket.setReuseAddress()
b Socket.getSoLinger()
D Socket.setSoLinger()
b Socket.getReceiveBufferSize()

b Socket.setReceiveBufferSize()
¥ Network multicasting is not supported.
¥ Getting and setting Ple permissions is not supported.
¥ Getting Ple partition size information is not supported.
¥ Environment variables (set from the outside) cannot be read.

¥ Because th&€LOCK_REALTIMElock is reset when the partition boots,
System.currentTimeMillis() returns the milliseconds since then,
even if the board provides the current time.

If the current time is required, a PikeOS device driver should be written.

¥ Because of limitations of PikeOf&yva.nio.channels.FileChannel
is not fully supported:

B Memory mapping withFileChannel.map() depends on the POSIX
functionmmap() support by the underlying bPle system provider.

b File transfer withFileChannel.transferTo() or FileChannel.
transferFrom() iS not supported.
b File locking withFileChannel.lock() is not supported.

¥ Jamaica uses POSIX threads on PikeOS. In order to improve the response
time of applications running with Jamaica, you may tune two system pa-
rameters of PikeOS:

P The scheduling property OTick duration in millisecondsO in the tune-
able parameters of the POSIX partition can be set to a lower value
when using the Codeo IDE. Alternatively, this can be done by modify-
ing theSCHED_TICKparameter irproject.xml.conf directly.
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b The Ukernel property OTick durationO in the kernel tags of the PikeOS
project conbguration can be set to a lower value when using the Codeo
IDE. Alternatively, this can be done by modifying tidG_UK_NS
PER_TICK parameter irproject.xml.conf directly.

B.1.6 QONX
B.1.6.1 Conbguration of QNX

For general information on the conbguration of QNX Momentics IDE please re-
fer to the user documentation provided by QNX. For Jamaica, QNX should be
conbgured to include the following functionality.

Secure Random To ensure a fast and secure random seed generation of Ja-
maica, the random device provided by the QNX toolchain should be included in

the OS image. To build this device into your image you need to insert the follow-

ing binary in your QNX build scipt inside of your QNX Momentics IDE:

# General executables

[..]

/sbin/frandom /dev/random

Enable IPv6 QNX provides the IPv6 capable network drivefpkt-v6-hc
For IPv6 support, this driver must be loaded and conbgured at startup rather than
io-pkt-v4-hc , Which only supports IPv4. IPv6 support can be enabled ei-
ther by adapting the build script of the QNX image or, if present on the system,
through editing the bléetc/rc.d/rc.local and restarting QNX. For more
information, please refer to the QNX documentation. Loading a network driver
while another network driver is already active my result in a corrupted network.
Even if IPv6 is conbgured, it may be the case that a link-local IPv6 address is
available, yet the device is only visible as IPv4 from the outside. These steps are
required for adding a publicly visible IPv6 address:

¥ Enable the TCP/IP stack to accept route advertisements:

sysctl -w net.inet6.ip6.accept_rtadv=1
¥ Start the router solicitation daemon:

rtsold -a

These commands should be put in the QNX build scriptete/rc.d/rc.
local ata point where IPv6 has already been started.
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B.1.6.2 Installation

To use the QNX toolchain, ensure that the following environment variables are set
correctly (should be done during QNX installation):

¥ QNX_HOSTe.g.,C:/Programs/QNX632/host/win32/x86 )
¥ QNX_TARGETe.g.,C:/Programs/QNX632/target/qnx6 )

For QNX 6.4 (and higher) the linker must be in the system path. On Linux, you
can set this with th® ATHenvironment variable:

export PATH=$PATH:/opt/QNX640/host/linux/x86/usr/bin

On QNX systems the default clock time resolution is 1 ms if CPU cloek is
40 MHz and 10 ms if CPU clock is 40 MHz. If this is not enough, you can
change the system clock time resolution either usingjdkiax.realtime.
Clock.setResolution() method or the C function€lockPeriod or
ClockPeriod_r  debned in headetys/neutrino.h

B.1.6.3 Limitations

On QNX JamaicaVM has the following limitations:

¥ Due to incorrect treatment of denormal double 3oating point values by Roat-
ing point units for the ARM architecture, JamaicaVM for QNX on ARM
uses soft [3oats by default. See also Appendix B.2.1.1.

¥ Currently the packaggva.nio.file is not fully supported. The fol-
lowing method is not implemented:

java.nio.file.FileStore.isReadOnly()

¥ Writing sparse Ples is only supported by QNX ext2 Plesystems [8].
Therefore the optioStandardOpenOption.SPARSE  is ignored when
creating bles on all blesystems excexit?2 .

¥ Onqgnx4 ble system, we observed on QNX 6.6.0 that the information re-
turned bystatvfs  concerning the available disk space is not accurate.
This affectsFile.getUsableSpace

¥ On QNX, a socket will receive messages from all multicast groups that have
been joined globally on the whole system. On Linux, this behavior can
be avoided by disablinP_ MULTICAST _ALL. On QNX, this option is
currently not supported.
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Additionally, the following limitations of IPv6 support were identiped on QNX
6.6.0. Most were found to be present on QNX 6.5.0 SP 1 as well:

¥ Due to a defect irgetifaddrs , which returns broken IPv6 link-local
addresses, the following Java method may return incorrect IPv6 addresses
as well:

java.net.NetworklInterface.getNetworkinterfaces()

¥ The system functiosetsockopt  may work incorrectly when setting a
high timeout value foSO_LINGER As a consequence, after setting

java.net.ServerSocket.setSolLinger(true, HIGH_TIMEOUT),

ServerSocket.getSoLinger() may return” 1, which implies that
the option was disabled. QNX has conbrmed a bx for future versions of the
io-pkt PSP

¥ Also the socket optiond’V6_JOIN_GROUPandIPV6_LEAVE_GROUP
are not supported. These methods are affected:

java.nio.channels.MulticastChannel.join all variants
java.nio.channels.MembershipKey.drop()
java.net.MulticastSocket.leaveGroup all variants

¥ For IPv6 UDP sockets the second callsgindto always fails. This can
also be observed for some versions of NetB'SDhese methods are af-
fected:

java.net.DatagramSocket.send(DatagramPacket)
java.net.MulticastSocket.send(DatagramPacket, byte)

¥ We observed that connecting an UDP socket to an IPv4 mapped IPv6 ad-
dress is currently not supported. This affects the following methods:

java.net.DatagramSocket.connect all variants

¥ After disconnecting a datagram socket from an endpoint address, we found
that the socket is not bound anymore when this has been bound explicitely
before. Rebinding it then fails in general (IPv4 and IPv6). This affects the
following methods:

SFor the case history, sehttp://community.qnx.com/sf/discussion/do/
listPosts/projects.core_os/discussion.newcode.topc26319
4Seehttp://gnats.netbsd.org/47408
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java.net.DatagramSocket.disconnect()
java.net.DatagramSocket.bind(SocketAddress)

When the socket is disconnected though, in the IPv6 environment, receiving
and sending data from the local address that is provided by the API
(DatagramSocket.getLocalAddress() ) is not possible anymore.
This affects the following methods:

java.net.DatagramSocket.send(DatagramPacket)
java.net.DatagramSocket.receive(DatagramPacket)

B.2 Processor Architectures

B.2.1 ARM
B.2.1.1 Use of the Floating Point Unit

Floating point units currently available for ARM processors do not fully support
arithmetic conforming to IEEE 754 for the double format (64 Bit). So called
denormalvalues may be treated as zero, which can lead to faulty results and non-
termination of numerical algorithms, including algorithms in the Jamaica runtime
libraries. On ARM it is therefore strongly recommended to use a libraoft (
Roatg conforming to IEEE 754.

Whether denormal values are treated incorrectly can easily be identibPed with
the Java program from Fig. B.1. The correct output for this program is as follows.

> jamaicac Denormal.java

> jamaicavm Denormal

Smallest normal value is 2.2250738585072014E-308
Largest denormal value is 2.225073858507201E-308
Their sum is 4.4501477170144023E-308

Expected value for the sum is 4.4501477170144023E-308

If denormal values are not supported, the sum instead is, incorrectly, again the
smallest normal valu&.2250738585072014E-308

B.2.1.2 Use of the GCC-provided Soft Float Implementation

The GNU Compiler Collection (GCC), which is used for several target platforms
(e.g. Linux, QNX, VxWorks), provides a soft Roat implementation for ARM that
is aiming to be compatible with IEEE 754.

We observed incorrect handling of arithmetic operations on operands from the
higher half of the denormal values (i.e. integer encoded starting from 0x400000
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public strictfp class Denormal
{
/I Hexadecimal representation of floating point values
/I Smallest normal
private static final long NORM = 0x0010000000000000L;
/I Largest denormal
private static final long DENORM = Ox000FFFFFFFFFFFFFL;
/I Their sum
private static final long SUM = 0xX001FFFFFFFFFFFFFL;

public static void main(String[] args)
{
System.out.printin("Smallest normal value is " +
Double.longBitsToDouble(NORM));
System.out.printin("Largest denormal value is " +
Double.longBitsToDouble(DENORM));
System.out.printin("Their sum is " +
(Double.longBitsToDouble(NORM) +
Double.longBitsToDouble(DENORM)));
System.out.printin("Expected value for the sum is " +
Double.longBitsToDouble(SUM));

Figure B.1:Denormal.java N Identify whether denormal Boating point val-
ues are treated correctly.
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for single precision Boats). This effectively means that on ARM without Boating
point unit support incorrect results can be expected on the platforms mentioned
for arithmetic operations 3oating point operands between:

¥ +2'127$ + 588410 ¥ and+ 2' 126 $ + 1.18410 38 for single precision,
¥ +2' 1023 ¢+ 11140 3%8and+ 2' 1922$ + 2.234.0 28 for double precision

in the positive and negative ranges respectively.

We did not observe any negative impact on the algorithms contained in the
Jamaica runtime libraries using the GCC soft Roat implementation. Hence we still
strongly recommend using this soft 3oat implementation over the Hard Floating

Point Unit.
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Appendix C

Heap Usage for Java Datatypes

This chapter contains a list of in-memory sizes of datatypes used by JamaicaVM.
For datatypes that are smaller than one machine word, only the smallest mul-
tiple of eight Bits that bts the datatype will be occupied for the value. l.e., several
values of types boolean, byte, short and char may be packed into a single machine
word when stored in an instance Peld or an array.
Tab. C.1 shows the usage of heap memory for primitive types, Tab. C.2 shows
the usage of heap memory for objects, arrays and frames.
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Datatype Used Memory | Min Value Max Value
Bits | Bytes

boolean 8 1 - -
byte 8 1 " 27 2’ 1
short 16 2 " 21 215 1
char 16 2 \ u0000 \ uffff
int 32 4 " 23t 2%t 1
long 64 8 " 263 268" 1
float 32 4 1.4E-45F 3.4028235E38F
double 64 8 4.9E-324 | 1.7976931348623157E308
Java reference

32-bit systemsg 32 4 - -

64-bit systemg 32 4 - -

Table C.1: Memory Demand of Primitive Types

Data Structure

| Memory Demand |

Object header (containing garbage collection state, ok

Dject

- : 12 Bytes
type, inlined monitor and memory area)
Array header (containing object header, array layout in-
. 16 Bytes
formation and array length)
Java object size on heap (minimum) 32 Bytes
Java array size on heap (minimum) 32 Bytes
Minimum size of single heap memory chunk 64 KBytes
Garbage Collector data overhead for heap memory. | For
a usable heap of a given size, the garbage collector|will
allocate this proportion of additional memory for its data.
Single-core systems 6.25%
Multi-core, 32-bit systems 15.63%
Multi-core, 64-bit systems 18.75%
Stack slot 8 Bytes
Java stack frame of normal method 4 slots
Java stack frame of synchronized method 5 slots
Java stack frame of static initializer 7 slots
Java stack frame of asynchronously interruptible method 8 slots
Additional Java stack frame data in proble mode 2 slots

Table C.2: Memory Demand of Objects, Arrays and Frames



Appendix D

Limitations

This appendix lists limitations of the JamaicaVM virtual machine and applications
created with JamaicaVM Builder.

D.1 VM Limitations

These limitations apply to both pre-built virtual machines and to applications built
with the JamaicaVM Builder.

¥ Classble veribcation is currently limited to pre Java-6 (classble version 49
and older) style data Row analysis of the bytecode instructions. No other
checking (such as veribcation of indices and offsets for legal values) is done.
Consequently, classble veribcation is not sufpcient to ensure type safety of
class bles that are produced by untrusted tools, that were tampered with or
that are otherwise broken.

¥ Numeric limitations, such as the absolute maximum number of Java Threads
or the absolute maximum heap size are listed in Tab. D.1.

| Aspect | Limit |
Number of Java Threads 511
Maximum Monitor Nest Count (repeated monitor en-

ter of the same monitor in nestegynchronized
statements or nested calls ®ynchronized meth-

ods). Exceeding this value will result in throwing 255
an java.lang.InternalError with detail mes-

sage "Max. monitor nest count reached

(255)"

275



276 APPENDIX D. LIMITATIONS

| Aspect | Limit |
Minimum Java heap size 64KB
Maximum Java heap size (32-bit systems) approx. 3.5GB
Maximum Java heap size (64-bit systems) 64GB
Minimum Java heap size increment 64KB
Maximum number of heap increments. The Java heap may
not consist of more than this number of chunks, i.e., when
dynamic heap expansion is used (max heap size is larger
than initial heap size), no more than this number of in¢re-
ments will be performed, including the initial chunk. To
avoid this limit, the heap size increment will automatically
be set to a larger value when more than this number of in-

crements would be needed to reach the maximum heap|size.
Maximum number of memory areas (instances | of

javax.realtime.MemoryArea ). Note that
two instances are used forHeapMemory and
ImmortalMemory

Maximum size of Java stack 64MB
Maximum size of native stack 2GB
Maximum number of constant UTF8 strings (names and
signatures of methods, Pelds, classes, interfaces and con-
tents of constant Java strings) in the global constant pool

(exceeding this value will result in a larger application)
Maximum number of constant Java strings in the gigbal

constant pool (exceeding this value will result in a larger 216" 1
application)
Maximum number of nhame and type entries (references to

different methods or belds) in the global constant pool (ex- 216" 1
ceeding this value will result in a larger application)
Maximum Java array length. Independent of the heap s$ize,
Java arrays may not have more than this number of |ele-
ments. However, the array length is not restricted by |the
heap size increment, i.e., even a heap consisting of seyveral
increments each of which is smaller than the memory| re-
quired for a Java array permits the allocation of arrays up
to this length provided that the total available memory is
sufpcient.
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| Aspect | Limit |
Maximum number of virtual methods per Java class (includ-
o . . 4095
ing inherited virtual methods)
Maximum number of interface methods per Java inter-
face (including interface methods inherited from super- 4095
interface)
On POSIX systems wherieme_spec.tv_sec Isa 32
Bit value it is not possible to wait until a time and date th Tue Jan 19
. P Y4:14:07 2038
is later than

Table D.1: JamaicaVM limitations

D.2 Builder Limitations

The static compiler does not compile certain Java methods but leaves them in
interpreted bytecode format independent of the compiler options or their signib-
cance in a proble.

¥ Classble veribcation is not performed for classes built-into a stand-alone bi-
nary created by the builder tool. Consequently, class bles that are produced
by untrusted tools, that were tampered with or that are otherwise broken
may not be processed by the builder.

¥ Static initializer methods (methods with namelinit> ) are not com-
piled.

A simple way to enable compilation is to change a static initializer into a
static method, which will be compiled. That is, replace a static initializer

class A

{

static

{
}

<initialization code>

}

by the following code:

class A

{

static
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{
init();
}
private static void init()
{
<initialization code>
}

¥ Methods with bytecode that is longer than the value provided by Builder
option XexcludeLongerThan  are not compiled.

¥ Methods that reference a class, pPeld or method that is not present at build
time are not compiled. The referenced class will be loaded lazily by the
interpreter.

D.3 Multicore Limitations

Currently, the multicore variant of the JamaicaVM virtual machines (command
jamaicavmm ) and the JamaicaVM Builder using optigparallel have the
following additional limitations.

¥ The monitor control policyPriorityCeilingEmulation IS not sup-
ported.
¥ In classcom.aicas.jamaica.lang.Debug , methodgetMaxFree-

RangeSize , getNumberOfFreeRanges , printFreeListStats
andcreateFreeRangeStats are not supported.

¥ Java arrays that are not allocated very early during application startup (be-
fore the garbage collector starts recycling memory) are allocated using a
non-contiguous representation that results in higher costs for array accesses.

¥ The multicore VM does not support the JVMTI interface. In particular, the
option-agentlib of both the VM and the Builder does not work.

D.4 Network Limitations

Currently the network implementation does not support the following features:
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¥ When the trafbc class is set for an IPv6 socket sead or connect is
called, setting the trafpc class to the RBow info of the socket address is not
supported. These methods are affected:
b java.net.Socket.connect
b javax.net.ssl.SSLSocket.connect
b java.net.DatagramSocket.send
b java.net.MulticastSocket.send
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Appendix E

Internal Environment Variables

Additional debugging output can be activated through environment variables if an
application was built with the internal optiedebug=true . This option and its
environment variables are used for debugging Jamaica itself and are not normally
relevant for users of JamaicaVM.

JAMAICA DEBUGLEVEIDePnes the debug level of an application that was
built with the optiondebug . A level of 0 means that no debug output is
printed; a level of 8 means that very detailed debug output is printed.

Note that at a debug level of 8 a simple HelloWorld application will produce
thousands of lines of debug output. A good choice is a level of 5.

JAMAICA_ DEBUGCALLNATIVEDePnes a string that gives the name of a native
method. Any call to that method is printed in addition to other debug output.
Printing of these calls requires a minimum debug level of 5. If the variable
is not set or set to O*O, any native call will be printed.

JAMAICA DEBUGCALLJAVAebnes a string that gives the name of a Java
class or method. Any call to the specibPed method or to a method debPned in
the specibed class will be printed in addition to the other debug output.

Printing of these calls requires a minimum debug level of 5. If the vari-
able is not set or set to O*O, any call is printed. E.g., S@AMAICA_
DEBUGCALLJAVfo java/lang/String.length will print any call

to the methodava.lang.String.length()

281
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Appendix F

Licenses

JamaicaVM is commercially licensed software from aicas GmbH. The virtual ma-
chine and tools are copyrighted by aicas and all rights are reserved. JamaicaVM
does use libraries from other sources, but these may all be linked with commercial
software without affect to the license of that software.

The complete set of third-party licenses for external components, along with
the Jamaica evaluation license, is provided in the Jamaica installation in the folder
jamaica-hom#icense
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